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Chapter 8: Thermochemistry

Except for nuclear energy, chemical fuels are #resdst sources of energy for transportation
space heating, cooking, and industrial product#daohols are possible choices for large scal
energy storage. Determine the enthalpy of combustiml formation of methanol.

D

The First Law of thermodynamics provides a adratcounting of the transfers of heat and
work for a system. Energy is conserved; energithar created nor destroyed. However,
energy can be converted from one form to anothearsy heat, work, and internal energy. At
times we are interested in obtaining the maximurowamof heat from a process, and we wish to
minimize the PV work that is done. Space heatingkig, and many industrial processes
require large amounts of heat. At other times vedterested in obtaining the maximum
amount of work from a process, and we wish to minénthe heat produced. For batteries, fuel
cells, and chemical synthesis we wish to wastétésénergy as possible as heat.
Thermochemistry is the study of heat transfer iagghtransitions and chemical reactions.

The experimental branch of thermochemistry lergaetry. Calorimetry plays a fundamental
role in the understanding of chemical transfornregjecology, and energy technology. Millions
of chemical compounds are known. We need to betaldssess the potential of every substance
for fulfilling new uses. The experimental deterntioa of thermodynamic parameters is a time
consuming process. Computational techniques hase tbeveloped to estimate the internal
energy and enthalpy changes for chemical procegses the experimental parameters are
unknown.

Organisms need energy to provide warmth, sheltet food. Energy production and
consumption are central aspects of the functionfrgpciety. The efficient production of energy
provides independence and minimizes global poltuéind climate change. Thermochemistry
shows the interrelationships that govern what wedmato insure energy independence and
responsible stewardship of the environment.

8.1 The Internal Energy and Enthalpy Changes for Pase Transitions

For a phase transition in a closed system aftaohpressure, the heat transfer is given by the
enthalpy change. For example, the heat transfempé for the constant pressure vaporization
of water at one bar pressure and 298.15 K is diyetine enthalpy of vaporization:

H,O (1) - H,0 (g) AvagH = 44.01 kJ mot 8.1.1

The internal energy change for the phase transitamnbe calculated using the definition of the
enthalpy, Eq. 7.8.1&H = AU + A(PV). Specifically for vaporization at constant gsaere:

A\/ap|_| = H\/ap_H“q AvapU = U\/ap_U“q A\/ap(PV) = P(\A/ap_V“q) (CSt. P) 8.1.2

For calculating\a(PV), the molar volume of the vapor is much lartden the molar volume of
the liquid, so the volume of the liquid can be eetgd. In addition, treating the vapor as an ideal
gas is usually sufficiently accurate for most pwgm(see Problem 7.6). Assuming the phase
transition takes place at constant temperature tivéke approximations gives:

Dvaf(PV) = P\ap = gRT (ideal gas, cst. T&P) 8.%.3
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where g is the number of moles of vapor in the balancaghggn. Combining Egs. 7.8.16,
8.1.2, and 8.13relatesAapH andAy,U:

AvaH = AvaU + ngRT (ideal gas, cst. T&P) 8.2.4

Phase transitions that have a non-zero entlaaipygalled first-order phase transitions. EQs.
8.1.2-8.1.4° apply to all first-order phase transs,AyH = AyU + ny RT, which include:

General transition: a-f MH =H—Hy

Melting or fusion: solid- liquid DrusH = Hig — Hsolia

Sublimation: solid- vapor AsyH = Hyap— Hsoiid

Vaporization: liquid> vapor AvapH = Hyap— Hig 8.1.5

Tabulations of transition enthalpies are in App&ridata Section Table 8.1.1. For melting
transitions the change in volume is determinedhieychange in density from the solid to the
liquid, which is quite small. Except for very highessures)(PV) = Poi(1/diq — 1/doiid) is
negligible for melting transitions. Notice that glkaransitions can also be considered as
chemical reactions. The reactant for Eq. 8.1.igigd water and the product is water vapor. The
relationships that we derive for chemical reactiand phase transitions are interchangeable.

Example 8.1.1:
The molar enthalpy of vaporization of water at 288K isAyapH = 44.01 kJ mat. Calculate the
molar internal energy of vaporization, assumingiastant pressure of 1.00 bar.

Answer Using Eq. 8.1.4 gives:

Dvapl = DyapH — 4 RT
=1 mol(44.01 kJ md) — 1 mol(8.314 J K mol™)(1 kJ/1000 J)(298.15 K)
= 44.01 kJ — 2.48 kJ = 41.53 kJ

Since this result is for one mole, we can alsoenttie units a,aUm = 41.53 kJ mat. Why is

the internal energy of vaporization less than titbapy change? At constant pressiike= AU

+ PAV. The system expands, pushing back the atmospipere vaporization. The work done is
given by w = — RV, assuming the pressure is held constant by maintacontact of the system
with the surroundings. So the enthalpy change @sctee internal energy change by the
negative of the work against the surroundings. &the process is at constant temperature, the
extra energy must be supplied by the surroundiggs:AvagH = AvapU + PAV.

8.2 The Conditions for the Reaction Must Be Specéu

Standard States for Constituents in Chemical Reasti For a chemical reaction in a closed
system at constant pressure, the heat transferes gy the enthalpy change, assuming no non-
PV work exchange with the surroundings. For exaipl&gs. 1.4.2, we discussed the
formation of nitric acid and the role of nitric dan acid deposition. Nitric oxide is formed
during high temperature combustion processes, ipaftg in internal combustion engines. Nitric
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oxide is rapidly oxidized in air to form an equiilam mixture with NQ, and the reaction of NO
with water gives nitric acid:

% N (g, 1bar)+%20,(g, 1bar)» NO(g,1bar) AH° = 90.25 kJ mot 8.2.1
NO(g, 1 bar)+%20,(g,1 bar)-» NO(g, 1 bar) AH° = -57.05 kJ mot 8.2.2
3 NGO (g, 1bar)+ H,O(l) - 2HNO3(l) +NO(g, 1bar) AH° =-71.66 kJ mét 8.2.3

The reaction enthalpies are at 298.15 K. The oxidaif N, in air is endothermic, while the
oxidation of NO and the reaction of N@ith water are exothermic. The internal energy or
enthalpy change for a chemical reaction is symbdlasA,U andAH to highlight the

connection between the heat transfer and the spee#ction process. As we discuss the
thermochemistry of these reactions, we must bedamespecify the state of each reactant and
product. The state of aggregation, solid, liquidgas, must be specified. The reaction enthalpy
for Eqg. 8.2.3 is different if the water reacts agaa:

3NO;(g, 1bar) + HO(g) — 2HNOs(l) + NO(g, 1bar) AH° = -115.67 kJ md 8.2.4

The difference between Eqs. 8.2.3 and 8.2.4 ietiiealpy of vaporization of water, Eq. 8.1.1.
For solids, the crystalline form is also importaeiactions of C(graphite) and C(diamond) have
different enthalpies.

The internal energy and enthalpy changes foegjase strong functions of pressure; so the
pressure must be specified for all gaseous spélesstandard state pressure is defined as: P° =
1 bar. Internal energies and enthalpies under atdrabnditions are listed &¢U° andAH°. The
pressure of liquids and solids need not be spedifitne pressures are near 1 bar. The weak
pressure dependence of the enthalpy for conderseskp was discussed in Example 7.8.2. Note
that there is no standard temperatdiiee internal energy and enthalpy changes for atem
reactions can be strong functions of temperature.

The reaction in Eq. 8.2.3 gives pure liquidiniacid. However, the reaction to give an aqueous
solution is even more exothermic:

3NO;(g, 1bar) - 2HNO;(ai)+NO(g, 1bar) AH° = -138.18 kJ mat 8.2.5

The reaction enthalpy quoted is for all reactant$ products in their standard states. The
standard state for species in solution is unit eatration. For electrolytes, the “ai” standardestat
corresponds to complete dissociatfoVe use the “aq” designation for aqueous specitsate
not at standard state. In solution, the thermodyoaontribution of a substance to the enthalpy
is determined by the activity of the substance. dttevity of a species in solution is the
“chemically effective concentration.” We will disesithe relationship between concentration,
activity, and activity based standard states inp@4ral9.

With the conditions of the reaction carefullyespied, we are now ready to consider the
reaction internal energy and enthalpy.

8.3 Relating Internal Energy and Enthalpy Changesdr Chemical Reactions

Internal energy and enthalpy changes for a chemeealtion can be related using the definition
of the enthalpy, Eq. 7.8.18H = AU + A(PV). The derivation parallels the steps for phase
transitions, Eqgs. 8.1.1-8.2.4Consider oxidation of NO, Eq. 8.2.2:

NO(g,1 bar)+¥20,(g,1 bar)-» NO(g,1 bar) (8.2.2)
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Once again, treating any gases involved in theticaas ideal is usually sufficiently accurate
for most purposes. The change in the (PV) productm@stant temperature is given by:

A(PV) =A(ngRT) =AngRT (ideal gas, cst. T&P) 8.3.1

whereAng is the number of moles of gaseous products mimesimber of moles of gaseous
reactants. For Eq. 8.2.2, the differencAig, = [1] — [1 + 2] = -%2. Combining Egs. 7.8.16 and
8.3.7° gives:

AH =AU + AngRT (ideal gas, cst. T&P) 8.3.2

For reactions involving liquids and solids, tlitume of the gaseous reactants and products is
much larger than the corresponding volume of theleased phases, so the volume of any
liquids and solids can be neglected (see Problém Consider Eq. 8.2.3:

3 NOx(g, 1bar)+ H,0O(l) - 2HNOs(l) + NO (g, 1bar)

The difference in moles of gaseshisg = [1] — [3] = -2, givingA/H =AU — 2 RT.

With the conditions of the reaction carefullyesgied and the reaction internal energy and
enthalpy in hand, we can now ask if relationshigsteamong the heat transfers for different
coupled chemical reactions.

Example 8.3.1:

The internal energy of combustion of methanol canl&termined using bomb calorimetry,
AcomdJ® = -725.27 kJ mat at 298.2 K. Calculate the enthalpy of combustibmethanol at
298.2 K.

Answer The balanced reaction for the combustion ofvaet! is:
CHzOH(I) + 3,0, (9,1bar)- CO, (g, 1bar)+2H,0 (1) 8.3.3

Eq. 8.3.2 gives the relationship between the reaction irtieenergy and enthalpy. The change
in the number of moles of gaseshigy = [1 mol] — F/> mol] = -2 mol. Note that the liquids are
not included. The result for one mole is:

AcomtH® = AcomdJ® + Arng RT

-725.27 kJ —¥2mol(8.314 th(nol'l)(l kJ/1000 J)(298.2 K)
-725.27 kJ — 1.24&J

DNcomH® =-726.51 kJ

Since the reaction is for one mole, the units &e/&.omH°® = -726.51 kJ mél. Why is the
enthalpy of combustion more negative than the mateenergy change? Consider the reaction
run at constant pressure. Since there are fewersdlproduct gases than reactant gases, the
system contracts during the reaction. The surrogsdiherefore does PV work on the system, w
=—PRAV > 0, giving RAV < 0. At constant pressufdH = AU + PAV. So the enthalpy change is
more negative than the internal energy change éydgative of the work. This example shows
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that if we are interested in the heat transferoecifchemical reaction at constant pressure, we
also need to keep track of the PV work.

8.4 Hess's Law is a Result of the First Law
Consider the direct formation of N®&om No:
%N2(g, 1bar)+ O,(g,1bar)-» NO,(g,1 bar) AH® =7

Can we combine the reaction enthalpies from E@1&nd 8.2.2 to find the reaction enthalpy
for this reaction? Reaction internal energies antiapies are state functions, by the First Law
of thermodynamics. The changes are independehegsdath. Therefore, the change in enthalpy
for the two-step production of Nfwith NO as an intermediate, should give the santieadpy
change as the direct, one-step process:

Y5 Ny (g, 1bar)+ %0, (g, 1bar) » NO(g, 1bar) AH° = 90.25 kJ mot (8.2.1)
NO(g,1 bar)+%¥:0,(g,1 bar)- NO,(g,1 bar) AH° = -57.05 kJ mot (8.2.2)
Y% No(g,1bar)+ O(g,1bar)— NO,(g,1 bar) AH° = 33.20 kJ mot 8.4.1

If two chemical reactions are added the enthalglies add. This observation was first made by
Germain Henri Hess in about 1840, before the géfmra of the First Law had been proposed.
But, we now realize that Hess’s Law is a conseqai@fhthe path independence of
thermodynamic state functions. Another ramificatodrthe path independence is if a reaction is
reversed, the sign of the internal energy and ¢mgledso reverses; reversing Eq. 8.2.1 gives:

NO(g, 1bar) - %2 Nx(g, 1bar)+%20,(g, 1bar) AH° =-90.25 kJ mot 8.4.2

Since internal energy and enthalpy are extendivee imultiply a reaction by a constant, the
internal energy and enthalpy are also multipliedi®ysame value:

N (g, 1bar)+ O, (g, 1bar)» 2 NO(g, 1bar) AH° = 180.50 kJ mél 8.4.3

The internal energy and enthalpy changes fomated reactions are useful information for
many purposes. The value of Hess’s Law is thatamepredict the energy changes for reactions
that may not be possible in the laboratory. Weaanbine the enthalpy changes for known
reactions to give the values for reactions thattdanstudied directly. An important question
then arises as to how to tabulate information @etiens in the most efficient way. One
approach might be to tabulate the absolute inteanatgy or enthalpy of each pure substance. In
each of the previous examples, however, note teaimy determine the changeenthalpy for
each process. The First Law pertains only to itleenergy changedU = q + w. The heat and
work transfers are inherently changes in energgr@ s no experimental way to establish an
absolute internal energy or enthalpy of a substadoe do we tabulate thermochemical
information in the most useful and efficient mariher

The Enthalpy of Formation is for a Specific Reattioln practical applications, we always
determine the change internal energy and enthalpy for a chemicattiea; the absolute
parameters are never necessary. Therefore, weeagrtofestablish by convention any arbitrary
reference point that is convenient, Figure 8.4.1.
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A
1, 1,
s02s N0 @*#Q(Q) 10025 —NO@+#Q(Q)
H (kJ) -57.05 kJ H (kJ) -57.05 kJ
90.25 kJ 90.25 kJ
33.20+ —Y 43.20+ —Y
NO; (9) ‘ NO; (9) ‘
33.20 kJ 33.20 kJ
0T 10.0(T
YaN + O, YaN + O,
0 .
(. (b).

Figure 8.4.1: An arbitrary reference point may hesen if only energy differences are
needed. (a) The reference point is arbitrarily elnogs the elements in their standard states.
(b). A different reference point is chosen, butén¢éhalpy differences remain the same.

Theenthalpy of formation for a substance is defined as the reaction enttafthe
formation of one mole of substance from the comestit elements in their standard states. For
example Eq. 8.2.1 is just such a reaction:

Y% Ny (g, 1bar)+ %0, (g, 1bar)» NO(g, 1bar) AsH° = 90.25 kJ mot 8.4.4

while Egs. 8.2.2 and 8.2.3 are not. The reactiadhapy that corresponds to the formation
reaction is symbolized asH, and if the reaction is run under standard coomst at 1 bar, then
the value ig\H°. If the state of aggregation of a reactant or pobds not specified, the most
stable state at the given temperature and pressassumed. For example, near atmospheric
pressure the most stable state for water is ligadifor carbon is graphite. It is important to
realize that @:H° relates to a specifieaction. For another example, the standard statealpy
of formation of methanol is the reaction enthalpythe formation reaction:

C(graph)*+2H,(g, 1bart%20,(g,1lbar) -~ CH3OH (I) AH =AH° 8.4.5

The implication of this choice for the referencehiat the standard state enthalpy of formation of
any element is defined as zero. Tabulations afpiendix Data Section Tables 8.4.1-8.4%3.

Enthalpies of Combustion can be Accurately Deteeahinlt is usually not possible to measure
enthalpies of formation directly. Rather, for mawpstances, the enthalpy of combustion is the
most accurate experimental measurement that carade. Combustion of organic compounds
gives CQ(g), HO(l), N2(g), and SQ(g) as products. Tabulated values are in Data @ecti
Table 8.4.3. For example, the enthalpy of combustiomethanol is given by Example 8.3.1:

CHOH(I) +%,0, (g, 1bar)» CO,(g,1bar)+2H,0()  AcomH® =-726.51 kI mé!  8.4.6

This large exothermic enthalpy of combustion waunlake methanol a good transportation fuel,
if methanol could be made without fossil fuels. Toenbustion of methanol can be used to
calculate the enthalpy of formation of methanohgdtess’s Law.



311

Example 8.4.1:

Calculate the enthalpy of formation of methanohirthe enthalpy of combustion for methanol,
AcomH® = =726.51 kJ mdl. The enthalpy of formation of GQg) isAH® (CO,) = -393.51 kJ
mol™ and for BO () is AiH° (H,0) = -285.83 kJ mdl.

Answer The reactions that correspond to the enthalpgranation of CQ (g) and HO(I) are:

C (graph) + ©(g, 1bar)-» CO, (g, 1bar)  AH° (CO,) = -393.51 kJ ma! 8.4.7
H, (g, 1bar) + ¥2 @(g, 1bar)- H.O () AH° (H20) = -285.83 kJ mdl 8.4.8

The goal is to find the enthalpy change for therfation reaction, Eq. 8.4.10. Reversing Eq.
8.4.6 for one mole, adding in the formation reatfiar CG,, and adding in twice the formation
reaction for HO gives:

CO (g, 1bar)+2H,0(l) — CHsOH(l) +%,0.(g,1bar) -AcomH® = 726.51 kJ mdl
C (graph) + ©(g, 1bar) -~ CO; (g, 1bar) AH°(CO,) = -393.51 kJ mo!
2 H (g, 1bar) + Q(g, 1bar)- 2 H0 (I) 20\H°(H,0) = -571.66 kJ mdl

C (graph) + 2 bl(g, 1bar) + %2 @(g, 1bar)-» CH3zOH (I) AH° = -238.66 kJ mol

The final reaction is the formation reactiggH® = AH°

The addition and subtraction of chemical reactioesomes cumbersome for complex processes.
An equivalent and computationally efficient appio&ar finding the reaction enthalpy is to use:

Ns

ANH = Z vi NH; 8.4.9

i=1

wherev; are the stoichiometric coefficients for the reactand theé\:H; values are the molar
enthalpies of formation for each reactant and pcodithe sum extends over theconstituents
for the reaction. Remember that the stoichiomeigfficients are positive for products and
negative for reactants, Section 3.1. If the readorun under standard state conditions then Eq.
8.4.9 can be written:

Ns
AH® =X v AH° (P=1bar) 8.4.10
i=1

A colloquial way of presenting this equatiomN$1 = [Zproducts] — Ereactants], which
highlights that we always take the enthalpies efgloducts minus the reactants.

Example 8.4.2:

Calculate the enthalpy of formation from the entlyadf combustion for methandl.omH® =
-726.51 kJ mot. The enthalpy of formation of GQg) isAH° (CO,) = -393.51 kJ mét and for
H,0 (I) is AiH° (H.0) = -285.83 kJ mdl (Additional values in the Appendix Data Seclion
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Answer An efficient way to work problems of this typeto set up a table of enthalpies of
formation. The enthalpy of combustion of metharwtesponds to Eq. 8.4.6:

CHsOH () +°, 0, (g, 1bar)» CO, (g, 1bar)+2H,0()  units:
AHP° X 0 -393.51 -285.83 kJ ol

The enthalpy of formation of {4g) at 1 bar is zero, because it is an elemeits istandard state.
For this particular reactiof,H° = AcomH® = -726.51 kJ mél. Using Eq. 8.4.10 for the
combustion of methanaly,H = [Zproducts] — Ereactants]:

-726.51 kJ mét =[-393.51 kJ mot + 2(-285.83 kJ ma)] —[ x +%/»(0) ]

Solving for x gives the enthalpy of formation of tm@nol: x =AH° = -238.66 kJ md!.
Remember to use the stoichiometric coefficientsetrh participant; enthalpies are extensive.

The Internal Energy and Enthalpy Changes for ChahiReactions The general form for Eq.
8.4.9 occurs so often, we should explore the mahips involved. If we could establish an
absolute reference point for the enthalpy of a sule®, the enthalpy change for a reaction would
simply be:

Ng
AH =Y vi H; 8.4.11
i=1
where the KHare the absolute molar enthalpies for each rebatahproduct. This last equation is
theoretically allowable, but for practical circummstes we need to choose a reference point. For
example consider the reaction enthalpy for the atid of nitric oxide, Eq. 8.2.2. Using the
absolute form in Eq. 8.4.11 for this reaction gives

NO(g,1 bary+¥20,(g,1 bar)-» NO2(g,1 bar) (8.2.2)
AH = Hyoe — Hvo — V2 o, 8.4.12

However, using Eq. 8.4.9, which references theapits of formation to the elements in their
standard states, gives instead:

ArH = AfHNOZ —AfHNo - 1/2AfH02 8.4.13

We need to show that Egs. 8.4.12 and 8.4.13 arneaqunt. First, we can write the formation
reactions in absolute form. Applying Eq. 8.4.11hHe formation of N@, Eg. 8.2.2, and NO, Egq.
8.2.1, gives:

AtHnoz = Hnoz — Y2 Hy, — Ho 8.4.14
AHno = Hvo— Y2 Hep— %2 Hy, 8.4.15

Note also that by definitioA:Ho, = 0. Substituting Egs. 8.4.14-8.4.15 into thetiredaversion,
Eq. 8.4.13, gives:

AH = AHnoz - AsHno — VAiHo, (8.4.13)
AH=[Hno:— Y2 Hi.—Ho) —[(Hvo—%2Hiu.—%H,] — O 8.4.16
AH = Hyo, — Hvo — Y2 Ho,
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The terms for the elements cancelled giving Eql18.ANe gave a proof for a particular

example, but it can be shown generally that Egs9&nd 8.4.11 are equivalent. We can choose

any arbitrary reference point, as long as we ansistent. The diagram in Figure 8.4.2 will help

to depict the relationships in Eq. 8.4.13. We gean indirect path that gives the same change in

enthalpy as the direct reaction. In the indire¢hpaach reactant is decomposed into its elements
in their standard states. The elements from eattapt are combined and then reformed into

the products of the reaction. The net change isrgby Eq. 8.4.13.

N, + % Q + %Q O-  %N+O,

—AfHNo - 1/2AfH02 AfHN02

v

AH
NO + %o O- NO,

AH = AtHno, —AtHno — Y2AHo,

Figure 8.4.2: Since enthalpy is a state functiba,ahange for the reaction is independent of
the path.

Note that when we calculate the enthalpy chdoga reaction, the conditions for each reactant
and product are kept constant. How can we rund@iogawith constant partial pressures? For the
example reaction, N(@, 1 bar)t+%20,(g,0.2 bar)-» NO,(g,1 bar), theAH is the reaction
enthalpy with all partial pressures held const@unsider a large flask with many moles each of
NO, O,, and NG, Figure 8.4.3. The reaction enthal@y, corresponds to the change in
enthalpy when one mole of NO reacts with a halfenadlG; to give one mole of N© However,
since the mole change is such a small fractiohetdtal amounts, the partial pressure of each
constituent remains constant.

P(NO) =1 bar
P(O) =0.2ba
P(NG,) = 1 bar

& 1 mol NO + % mol @

- 1 mol NO,

Figure 8.4.3: The reaction enthalgyH, corresponds to constant partial pressures.

The reaction enthalpyH, is the change in enthalpy for unit extent ifage an amount
of the reaction that the partial pressures of tiestituents remain unchanged.

An alternate and equivalent perspective is tsiter the change in enthalpy for a small
change in extent of the reaction, say 0.0001 naold,then divide the resulting change in
enthalpy by the number of mol&s;/0.0001 mol =AH. The result is a per mol quantity, and
since the change in extent of the reaction is sallsthe partial pressures of the constituents
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remain constant, in the limit of infinitesimal clg@s. Mathematically, the change in enthalpy for
infinitesimal changes in the amounts of reactants@oducts is:

Ns
dH = Hidn (cst. ®P) 8.4.17
i=1

or in terms of the extent of the reaction, Eq.48.With dn =v; d¢:

Ns

dH =) v; H; € (cst. BP) 8.4.18

i=1

The change in extent for the reaction enthalpyes mole by convention. Since theadtle
constant, the integral of this last equation fi©mO0 to 1mol gives Eq. 8.4.11. The change in
extent in EqQ. 8.4.18,&lis a common factor for each term in the sum. dng both sides of the
equation by § gives:

oH 0s

| =2 VviH=AH (cst. BP) 8.4.19

rp 5
where the last equality is from Eq. 8.4.11. DivgloiH by & puts the reaction enthalpy on a per
mole basis, even though the change in extent afethetion is infinitesimal.

The reaction enthalpy is the derivative of the ali with respect to the extent of the reactibn.

The approaches in Figure 8.4.3 and in Eq. 8.4.a®quivalent ways of understanding the
meaning of the derivative. We will use similar r@aisg often.

The reaction enthalpy as defined by Eq. 8.4.8.4r11 corresponds to unit extetit; 1 mol,
for the reaction as written. The units of the riacenthalpy are kJ mdl These units hold even
if none of the stoichiometric coefficients are ynior example, fo€ = 1 mol:

4Fe(s)+30,(g,1bar) » 2Fe0s(s,hematite) AH° = -1648.4 kJ mot 8.4.20

where four moles of iron react with three mole®xygen to give two moles of iron oxide. The
reaction enthalpy is specific to a given specidiaation stoichiometry.

Standard state reaction enthalpies are at afispsanstant pressure of 1 bar. However,
standard state reaction enthalpies and reactioganaral still depend on temperature. We often
control the outcome of chemical reactions by chagdne temperature.

8.5 Reaction Internal Energies and Enthalpies Depehon Temperature

The enthalpy changes for phase transitions and ichémeactions depend on temperature. The
temperature variation depends on the heat capaoitide products and reactants. We can
determine the temperature dependence by usingrmddgnamic cycle. Thermodynamic cycles
exploit the path independence of the underlyintedianction. For example, consider the simple
reaction R— P. Assume that we know the reaction enthalpyrap&zature T. We require the
reaction enthalpy at some new temperatuytd=dr example, Tis often 298.2 K, and the
corresponding reaction enthalgyHr,, is often calculated from enthalpies of formatairtained
from standard tables. To calculate the new rea@rdhalpy at 7, we start with the reactant at
T, and then heat or cool the reactant {pHgure 8.5.1. The change in enthalpy for thiginga

or cooling step is given byH = C; (T, — T,), assuming a constant heat capacity for the reficta
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Cp. The temperature difference is; (¥ T,), because we start a @and change the temperature to
T1, where we know the reaction enthalpy. The readgdhen run at 7, giving the known
enthalpy changA/H+,. Then the product of the reaction is cooled otérbaack to the desired
final temperature Fwith the corresponding enthalpy chamde = Cy (T, — T1), where G is the
heat capacity for the product.

ArHTl
Ty R 00 - P
1 I
G (Ti-To) Gy (T2—Ty)
| AHT, 1
To: R o0 - P

Figure 8.5.1: Enthalpy is a state function, anithéefore independent of the path. A three-
step process with the reaction run aisTequivalent to the direct process at T

The overall change is given by the sum for thealm®cesses:
AHT, = CS (Te—T) + AHp+ C%r (T =Ty (cst. Cg& C%r) 8.5.1

Because the enthalpy change is independent ofatie {he indirect, three-step process gives the
same result as the direct reaction atTio highlight the relationship of Figure 8.5.1ctgclic
processes we can start with the reactant ain@ run the processes around a cycle, Figure.8.5.2
To complete the cycle, we run the reaction abdckwards.

ArHT1
Ty R oo - P
1 |
G (T1—Ty) G (T2—Th)
| —AHT, !
To: R 00 P

Figure 8.5.2: Thermodynamic cycle to determinerdsetion enthalpy at;from the
reaction enthalpy at;TThe change in enthalpy around the cycle is zero.

Summing the enthalpy changes around the cycle §illds= 0:
Cp (T1—To) + AHr+ Cy (T2 — Ty) —AHr, = 0 (cst. & Ch) 8.5.2

This last equation can be solved foH+, to give Eq. 8.5.1. Either approach, Figure 8.5.1 o
Figure 8.5.2, can be considered a thermodynamie cyc
Eq. 8.5.1 is often rearranged to factor outramon term of (3 — Ty):

AHr, =AHm + (Cy — Cp) (T2 —Th) (cst. G& CP) 8.5.3
The difference in the heat capacities, with proglucinus reactants, is defined as:
ACp,=Ch - Cp 8.5.4
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Substitution of this definition into Eq. 8.5.3 gtre
AHT, —AHT = AC, AT (cst. (r;e& C%r) 8.5.5

The term on the left side of the equals sign isctimnge in reaction enthalpy for the temperature
changeAT. If the change in temperature is infinitesimad, B.5.5 becomes:

dAH =AC,dT 8.5.6

The integral of this equation from 1o T, gives Eq. 8.5.5. This result is called Kirchhotfaw,
which was established in 1858. So far we have wbvkigh a simple stoichiometry. What
happens in the general case?

Consider the general reactiog A + v, B - v.C +v4D. The reaction enthalpy is given by:

AH =vc He +vg Hp —VaHa —Vp Hg 8.5.7
The temperature derivative of the reaction enthagiien given by:

aA_H) _ (%j (%j (%j (%)

(GT o= velaT o tVelar JoValar o Ve laT Jp 8.5.8

The partial derivatives in this last equation arst fhe molar constant pressure heat capacities for
each product and reactant:

(OArH
oT

P

The differences, products minus reactants, fohtet capacities is the general version of Eq.
8.5.4, giving:

aArH)
o), oo

This last equation rearranges to Eq. 8.5.6, whidws that Eq. 8.5.6 also holds for the general
case. For the most general case, using the notationEq. 8.4.11:

Ns

ACy =2 Vi Cyj 8.5.11

i=1

The integrated form of Eq. 8.5.10 is Eq. 8.5.5ua88(9 constant heat capacities. For practical
problems we sometimes need to know the reactidrag for very high or low temperatures.
For example, we might be studying reactions instin@osphere, or in high temperature
geological systems, or high temperature processd®ichemical industry. For extreme
temperature differences, we can no longer assum&tanat heat capacities.

To integrate Eq. 8.5.10 for large temperatufiedinces, we need to keep track of the heat
capacity terms on a substance-by-substance basisx&mple, for reactants A and B we use the
power series expansions of the heat capacities EQnT.2.10, keeping just three terms for
convenience:

Co(A) = aA) + b(a) T + gA) T2 8.5.12
and G(B)=aB)+bB) T+ qB) T 8.5.13
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where, for example,(a) is the power series expansion coefficient for taatcA from Table
7.2.3. Similar heat capacity expansions hold fergroducts. The change in the heat capacity for
the reaction is:

AC,=0Ma+Ab T +Ac T 8.5.14
with:
A =vca(C) + Vq aD) —Va &A) —Vp &B) 8.5.15
Ab =vb(C) + vq b(D) —va b(A) — vy b(B) 8.5.16
AC =V C(C) + Vg C(D) — V4 C(A) —Vp, C(B) 8.5.17
Ad =v.d(C) + vg d(D) — Va4 d(A) —V, d(B) 8.5.18
Substitution of Eq. 8.5.14 into Eq. 8.5.6 gives:
dAH = (Aa +Ab T +Ac T dT 8.5.19
Integrating betweeniTand T, gives:
T2 2
Db, —AHr = [ (0@ +Ab T +Ac T dT 8.5.20
T1
Solving for the new reaction enthalpy in termsha teference reaction enthalpy gives:
Ab A
AHT, = AHT + Aa (T2 — Ty) +7r (Tg - Ti) + ?r (Tg - Ti) 8.5.21
Example 8.5.1:

The oxidation of NO and the subsequent conversici» to nitric acid, Eqgs. 8.2.2-8.2.3, are
important steps in the cyclic destruction of ozonthe stratosphere, see Chapter 5 Problem 10.
Nitric acid forms hydrates at the low temperatudesng the Antarctic winter. The surfaces of
nitric acid hydrates are possible catalysts thetlecate the formation of the Antarctic ozone
hole, Eq. 1.4.3. The temperature in the stratogprerges from about 190. K to 270. K. The
reaction enthalpy for Eq. 8.2.2 is given at 29&1% alculate the reaction enthalpy for the
oxidation of NO at 220. K.

Answer The reaction is:

NO(g,1 bary+¥20,(g,1 bar)-» NO2(g, 1 bar) units:
Com 29.844 29.355 37.2 J'nort

The difference in heat capacity for the reactiofy,@3, = [Zproducts] — Ereactants]:

AC,=1[37.2 J K" mol'"] —[29.844 J K mol* + ¥4 29.355 J K mol]
=-7.2J K*mor*

Eq. 8.5.5 gives:

ArHTz = AI'HTl + AGC AT
AHr, = -57.05 kJ met + (-7.3 J K* mol!)(1 k3/1000 J)(220. K — 298.2 K)
AHT, = -57.05 kJ mét — 0.58 kJ molt = -56.50 kJ mat
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The sensitivity of chemical reactions to changetemperature varies greatly with reaction
stoichiometry. Often the heat capacities of theta#s and products roughly cancel giving weak
temperature dependence. However, the approximatekation of heat capacities, as in this
example, doesn’t always occur.

Egs. 8.5.6 and 8.5.10 are examples of a gepattrn that we will use repeatedly. These
equations show that it is easy to convert a thegmawhic relationship that applies to a pure
substance to an equivalent relationship for a cbanneaction.

General Patterrid 8 Thermodynamic Relationships for ReactihX = 2 v; X))
The heat capacity of a pure substance is defindgigby.8.24. Comparison of the relationship
for a pure substance to the result for a chemezdtion, Eq. 8.5.10, shows the correspondence:

pure substance: chemical reaction:
oH 0AH
(a_ij -c, (—a% )P -AG, 8.5.22

The derivation in Egs. 8.5.7-8.5.10 establishes idlationship. Going forward, we can use this
general pattern to establish the thermodynamitioglships for other partial derivatives. In
effect, we start with the result for a pure subs¢aand then simply insert tigto convert to a
relationship for a chemical reaction. For examfile,temperature dependence of the change in
internal energy for a chemical reaction at constahime can be determined from Eq. 7.8.7:

pure substance: chemical reaction:
JAY
1 N
V) | aArU) B
(OT)V =G ( aT )y - A 8.5.23

The reaction changes for any function can be espces general form, analogous to Eg. 8.4.11:

Ns
AX =2 i X 8.5.24
i=1
where X is the molar value of the parameter for each efrtltonstituents in the reaction. For
example, the reaction internal energy can be wargie

nS
AU =2 v U 8.5.25

i=1

and the corresponding heat capacity differencéhi@reaction is given by:

Ns
AC, =2 vi Cyj 8.5.26

i=1

a8
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Many of the applications of thermodynamics arepi@mcesses in solution. We next discuss how
to determine the enthalpy of formation of substannesolution.

8.6 Enthalpy of Solution

The formation of a solution can be written as antieal reaction. The heat evolved or absorbed
when making a solution depends on the concentrafitime final solution. Standard reference
tables give the enthalpies for the solution whea mole of solute is added to a given number of
moles of solvent. For example, the enthalpy of smfufor HCI in water is given as:

HCI(g) + HO (I) - HCI (ag, 1 mol HO) AsoH = -29.24 kJ mot

HCI (g) + 5 HO (I) -~ HCI (ag, 5 mol HO) AsoH = -63.467 kJ mot

HCI (g) + 50 HO () - HCI (aqg, 50 mol HO) AsoH = -73.049 kJ mo!

HCI (g) +o H,O (I) - HCI (aq,o H,0) AsoH = -74.852 kJ mét 8.6.1

The last value corresponds to the enthalpy of swlgxtrapolated to infinite dilution. For non-
electrolytes at infinite dilution, there are nodractions between the molecules of the solute. For
electrolytes at infinite dilution, there are nodractions among the anions and cations. The mole
amounts can be converted to concentrations. Fangbea for 50 mol of HO, Xy = 0.01961 and
muci = 1.110 M. These enthalpies of solution are comynecalled integral enthalpies of

solution, because they are the total heat tramsfenaking the solution at the given
concentration.

The Enthalpy of Formation of Species in Solutiofo calculate the enthalpy of formation of a
substance in solution, the enthalpy of solutioadded to the enthalpy of formation of the pure
substance using Hess’s Law:

Y2H (g) + %2 Ch (g) - HCI (9) AH° = -92.307 kJ mot
HCI (g) + 50 HO (I) - HCI (ag, 50 mol KHO) AsoH = -73.049 kJ mat

Y% H (g) + %2 Ch (g) + 50 HO (I) - HCI (aq, 50 mol HO) AsH =-165.356 kJ mai
and at infinite dilution:
Y%H, (g) + %2 Cl,(g) + 0 H,O (I) —» HCI (aq,~oH,0) AH = -167.159 kJ mal 8.6.2

The standard state enthalpy of formation oftestnce in solution corresponds to unit
concentration. For strong electrolytes the standtate is listed as the “ai” value in reference
tables and is numerically equal to the infinitaitidn enthalpy change, Eq. 8.6"2:

Y2H, (g) +¥2Cl» (g) - HClI (ai) AH°(ai) = -167.159 kJ mdi 8.6.3

For electrolytes, the products are the ions that @t infinite dilution. The “ai” standard state
assumes the electrolyte is completely dissociateldtlzere are no interactions among the cations
and anions. We will discuss standard states in met&il in Chapter 19. For weak electrolytes a
distinction must be made. At infinite dilution, @&k electrolyte is completely dissociated.
Consider acetic acid:

2 C(graph)3+2H,(g,1bar)+ O, (g) + o H,O(l) - H* (ag,o H,0O)+ CH3COO (aq,e H0)
AH° = -486.01 kJmal  8.6.4




320

However, for a solution at unioncentration (actually activity), acetic acicdidy 0.4%
dissociated:

CH:COOH (ag); H' (ag) + CHCOO (aq) Ko = 1.75x10° 8.6.5

The predominant form of 1.0 m acetic acid is asssatiated CHCOOH. The standard state for
undissociated weak electrolytes is at unit coneioin with “no further dissociation,” and is
signified as “ao”. In other words, the “ao0” enthalgf formation is for undissociated GEOOH,
not 0.4% dissociated acetic acid nor dissociated:io

2 C(graph}+ 2H. (g, 1bar)+ 0,(g) — CHs;COOH (ao0) AiH°(ao) = -485.76 kJ mdl 8.6.6

Conversely, the infinite dilution standard statéhatpy for acetic acid i&H°(CH3;COOH, ai) =
AH°(H*, ao) +AH°(CHsCOO, ao) and is numerically equal to the infinite tidm enthalpy
change, Eq. 8.6.4, given GEIOOH (ai) = H (a0) + CHCOO (ao):

2 C(graph)+ 2H- (g, 1bar)+ O, (g) - CH;COOH (ai) AH°(ai) = -486.01 kI mdl 8.6.7

The standard state enthalpy change of dissocidfigng.6.5, is theAH® = AH(ai) —A:H°(ao)
= 0.25 kJ mot. As another example,.B is a diprotic acid:

H,S (aq)” H' (ag) + HS (aq)
HS (aqg)” H (aq) + $ (aq) 8.6.8

The “ao” standard states are for undissociatg®, Hndissociated HSand unhydrolyzed’s
The “ai” standard state forJ3 is for the ions that exist at infinite dilutiolH°(H,S, ai) =
2AH°(H*, a0) +AH°(S?, ao). For strong electrolyte ions, the “ai” anod™atandard states are
equivalent AH° (K", ao) =/H° (K™, ai) andAsH°(CI™, ao) =AH°(CI, ai).

The Enthalpies of Formation of lonic Species agependent At Infinite Dilutian For
electrolytes, you might wonder if enthalpies ofnf@tion for ions can be tabulated. In general,
the enthalpies of ions in solution are dependerthennteractions between all the ions in
solution. Therefore, the enthalpies of formationiéms depend on the identities of the counter
ions and cannot be separated. However, at infthitéion no interactions occur between ions
because the ions are so far apart. For the speeai$ie of infinite dilution, the individual ionic
enthalpies of formation can be tabulated, Tablel8Bhese values are commonly found in
standard reference sources and in the appendixsdetian’ However, it is impossible to make
a solution containing just cations or just aniddigsch a solution would not be electrically neutral.
In addition, the enthalpy of formation for electras is always given as a changenthalpy,
based on the formation reaction from the constite@ments in their standard states. Therefore,
there is no experimental way of determining theollie enthalpy of formation of an ion, only
changes in enthalpy can be measured for electrinalitral solutions. However, as we noted
before, since we only need changes in enthalpydatigal problems, we are free to choose an
arbitrary reference point.

AH qH") is Defined as 0 To determine the enthalpy of formation of an i solution, we
choose to define the enthalpy of formation &fas zeroAH°(H*, ao)= 0. For example, using
this definition, the reaction in Eq. 8.6.3 gives #mthalpy of formation of chloride ions:

Y%H,(g)+%Cl,(g) —» H* (ao0) + Cl(ao)  AH°(CI", a0)=-167.159 kJ met 8.6.9
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Table 8.6.L%: Enthalpy of formation of ionic specié#&H°(H*, ao)=0

species AsH°(ao) species AH°(ao0)
Na" -240.12 NQ -207.36
K* -252.38 Ci -167.159
ce’ -542.83 g 33.1

Fe -89.1 CHCOO -486.01
Fe*t -48.5 OH -229.994

(DS): Additional Values in the Appendix Data Settio

Table 8.6.1 lists additional values. Though thénalmty of formation of electrolyte solutions at
moderate concentrations depend on the specifiorpresent and the concentration, the infinite
dilution values are often a good starting approxiomefor calculating reaction enthalpies.

Example 8.6.2
Use the values in standard reference talitesalculate the reaction enthalpy for the
neutralization reaction:

HCI (aqg, 0.500 m) + NaOH (aq, 0.500 m)H,O (l) + NaCl (ag, 0.500 m)

Use the values specific to the given concentratamtsalso estimate the reaction enthalpy from
ionic enthalpies of formation.

Answer The tabular values in Ref. 1 at 110 moles gdidorrespond to 0.504 m, which is
close enough to the given conditions:

HCI (aqg, 0.504 m) + NaOH (aq, 0.504 m)H,O (I) + NaCl (aq, 0.504 m)
AH® -165.356 -469.834 -285.83 -408.06) mol*

Using Eq. 8.4.10\H° = [Zproducts] — Ereactants] = -57.71 kJ mibl
Alternatively, using the infinite dilution enthags of formation for the individual ions, the
contributions of the spectator ions cancel leavirahle 8.6.1:

H* (ao) + OH (a0) - H,O (I) units:
NH 0 -229.99 -285.83 kJ mbl

Once again using Eq. 8.4.18H° = -55.84 kJ mat.

This result is called the enthalpy of neutralizatod water. The estimated enthalpy of
neutralization from the ionic contributions at mife dilution differs from the more accurate
value by 3.2%. The ionic contributions give a rewsse first approximation.

8.7 Calorimetry

There are many different types of calorimeters.Wilefocus on oxygen bomb calorimeters.
Each type shares some common characteristicsalsltimetry experiments have two basic steps:
the first is to determine the heat capacity ofda®rimeter and the second is to use this heat
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capacity to determine the heat of reaction foradtwpound of interest. A general outline of a
calorimetric experiment is:

1. Determine the heat capacity of the calorimefgfi= Ga/ATca
a. with ga from a known reaction:.g = — q = AU or o= — ¢ = -AH

b. or with g4 from Joule heating:.g = fV | dt

2. Determine the internal energy or enthalpy lher teaction in the calorimeter:
a. with QGal = Cear AT eact and @act = — Qal
b. giving Geact= Q, =AU O Geact= ¢p =AH

3. Convert to molar terms for unit exteAtty = AU/n or A\H =AH/n

4. RelateA\U andAH: AH =AU + Ang RT

5. Calculate\H° from AH.

Step 5 is not necessary for many purposes. Therthgre general classes of reaction
calorimeters: insulated, isoperibol, and adiab#tisulated calorimeters isolate the reaction vessel
from the surroundings using just an insulating ieariThe static-jacket style bomb calorimeters
used in many undergraduate physical chemistryitabkthis typelsoperibol calorimeters

provide a jacket surrounding the reaction vessalithheld at constant temperature. This constant
temperature environment decreases thermal fluciugaind noise in the measurements allowing
higher sensitivity. In some isoperibol calorimettirs constant temperature is maintained by a
large constant temperature bath, regulate#&01°C or better. In isoperibol bomb calorimeters,
the jacket is maintained at constant temperaturaroulating water. To maintain constant
temperature, the heating rate of the circulatirtty madjusted to account for the heat flux from
the reaction vessel during the combustion reacAdimbatic calorimeters use a temperature
controlled shield surrounding the reaction vedsat is heated or cooled electronically to match
the temperature of the reaction vessel. Adiabaields are discussed in Section 7.2. Isothermal
titration calorimeters for use in biochemical reactstudies are often based on adiabatic
calorimeters, which give the highest sensitivity.

Oxygen Bomb Calorimeters are at Constant Voluriidae enthalpy of combustion of a
compound is determined in an oxygen bomb calorim&tgure 8.7.1. Bomb calorimeters are
also used to find the "caloric" content of food®IBgists use bomb calorimeters to determine the
energy content of foods and feces for ecologieddi fstudies. Bomb calorimeters are also widely
used in energy industries. The combustion processtiated by passing a brief electrical current
through a fuse wire that is in contact with the pnThe bomb is charged with 30 atm of
oxygen to ensure complete combustion. The bomlirséscalorimeter pail that is filled with
water. The temperature of the water is measureghisiectronic thermometer with 0.00Q1
resolution.

Bomb calorimeters are constant volume systelnesetore the direct result of bomb calorimetry
experiments is the internal energy change of theti@n:AU = g,. In most bomb calorimeters, a
substance with a known internal energy of combussaised to determine the heat capacity of
the calorimeter. The internal energy of combustibhenzoic acid is precisely known. The heat
transferred to the calorimeter from the combustibbenzoic acid is

Ocal = Moz Acomdd = Whz AcomdJs (cst. V) 8.7.1
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where i is the number of moled.o,mdJ is the molar internal energy of combustion; is the
mass, and\.omdJs is the internal energy of combustion per gramesfamic acidAcomdJs for

benzoic acillis -26.436 kJ §. If the change in temperature of the calorimezéTi.,, for the
combustion of benzoic acid, the heat capacity efddlorimeter, ¢, is:

cal

Ccal = ATcaI (CSt V) 872

Connection to

Stirret fuse wire exhaust
ot Electronic valve oxygen inlet
O
Thermomete .
- fuse wire

connection

-
11

Connection t 2| Connection to /I-‘ 2

crulatng bat| circulating bat //////////////

Y

Ay

Constant
temperature

J'acke?__)

Calorimeter bomb sample

Y
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Figure 8.7.1: Isoperibol oxygen bomb calorimetdre bomb is filled with oxygen at 30 atm

to ensure complete combustion. One side of theviugeis connected to the body of the
bomb.

The calorimeter consists of the bomb, thermomestgrer, calorimeter pail, and water in
addition to the products of the combustion, whiclh@Q (g) and HO (). In other words, the
calorimeter includes everything that is heatedigydombustion reaction. Having calculated the
heat capacity of the calorimeter, the reactiomtdriest can be studied.

If the change in temperature for the combusbibnampemoles of compound BT eactthen the
heat transferred to the calorimeter during thetreads:

Ocal = Ceal ATreact (CSt. V) 8.7.3

The heat lost by the reaction is given by the lgaated by the calorimeter,g:= — ¢a. Then
since the reaction is at constant volumes.Gr o

(cst. V) 8.7.4

The internal energy of combustion from Eq. 8.7.4tithe temperature and pressure of the
calorimeter. The internal energy of combustion@8.2 K a can be calculated using Eq. 8.5.23.
The corrections to 298.2 K and the corrections b@arpressure are often less than the
experimental uncertainfy’ For nitrogen containing compounds in actual experits a mixture
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of N, and aqueous nitric acid are produced and for satintaining compounds a mixture of SO
and aqueous sulfuric acid are produced in the bdiné.data is corrected to give the value for the
production of only M(g) and SQ(g).>”’

The standard state enthalpy of combustion is tadéculated from the standard state internal
energy of combustion, as in Example 8.3.1. Theapyhof formation of the compound is finally
calculated using Hess's Law, as in Example 8.4.2.

A typical plot of the temperature as a functiortife for an insulated or isoperibol calorimeter
is shown in Figure 8.7.2. The temperature befonéian of the bomb is usually not constant. The
temperature will decrease if the calorimeter ismarthan the surroundings, and the temperature
will increase if the calorimeter is colder than tweroundings. The temperature drift is linear for
short time intervals and small temperature diffee=n Under these conditions, Newton's Law of
Cooling, Eg. 7.2.18, can be expanded in a powéesand only the first two terms retained. The
result gives a linear drift of the temperature (Beablem 10). The calorimeter also has a stirrer in
the pail surrounding the bomb. The stirrer doeskwand in the process heats the water in the
pail. After ignition the temperature increases appnately exponentially, according to Newton’s
Law of Cooling. The temperature usually doesn'theaconstant value, because the temperature
slowly drifts towards the temperature of the sunaings after the reaction is complete. If the
temperature after the reaction is higher than tineoandings the temperature decreases, and vice
versa.

The errors in the determination®f caused by temperature drift before and afterdhetion
can be minimized by an extrapolation procedurestequares fits are done for the interval of
linear drift before ignition and the interval ofdiar drift after the maximum temperature is
attained. The line before ignition is extrapolafieavards and the line after the reaction is
complete is extrapolated backwards. T¥feis then the difference between these two extedpdl
lines. However, at what time should the temperatiifference be measured? Experiments at the
National Institute of Standards and Technology (NIShow that the most accurate time is when
the temperature reaches 63% of its final valueyigi®.7.2 The factor of 63% is approximate
and results from Eq. 7.2.18 and (I3 & 0.63. Let T, be the temperature at the time of ignition,
to, and Tax be the maximum temperature. The timeistselected when the temperature is
To + 0.63*(Tmax— To)-

A T

Tmax -+ N

AT
T
To 4 Y
\CalculateAT at the time when the temperature

i I;/l/is at 63% of the maximum valug.
to te t

Figure 8.7.2. A typical thermogram for bomb calaetny. The extrapolation minimizes errors
caused by temperature drift before and after thetian.
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There are over 100 million substances registeréthemical Abstracts. The accurate
experimental thermodynamic characterization of edd¢hese compounds is impossible.
However, as we search for solutions to challengésiman health, energy production, and
environmental issues, we need to know as much sskpe about every known compound and
compounds yet to be synthesized. The predictidhefnternal energy, enthalpy, and heat
capacities for substances is a central goal ofipalyshemistry.

8.8 Predicting Internal Energy, Enthalpy, and HeatCapacities

Thermodynamics is said to bmbdel free” thermodynamic theories hold independently of how
we interpret the underlying structure and propentiematter. Thermodynamics was developed
largely before the concepts of atoms and molecuéss widely accepted by the scientific
community. However, taking a molecular view helpsaunderstand the meaning of internal
energy and allows us to predict the thermodynamopgrties of substances that have not been
studied in the laboratory.

We will focus first on an ideal gas. In an idgak the molecules are independent of each other
because there are no intermolecular forces. Weaddl molecular interactions in later chapters
so that we can discuss real gases and condenssespiiie energy of a mole of an ideal gas is
the energy of a single molecule multiplied by Avdogas number. We need to build the system
containing one mole of molecules from the groundWp start first with the ground state
electronic structure to predict the internal enesfjthe molecule at absolute zero, U(0). The
contribution of the ground state is temperaturepehdent. We then add temperature dependent
terms for the motional degrees of freedom of théemde, which are translation, rotation, and
vibration, and contributions from any accessibleitexi electronic states:

U = U(0) +&nans+ €rot * Evib + Eelect (ideal gas) 8.8°1

The temperature dependent electronic tegyy is zero for molecules lacking low lying
electronic excited states. Few molecules have Yavglelectronic excited states. The U(0) term
is determined subject to the chosen reference padgioted in Sec. 8.4, only differences in the
internal energy may be measured and not absollies;aso an arbitrary reference is chosen as
the energy of the elements in their standard statesrelationship between the enthalpy and
internal energy is given by Eq. 8.14ith ny = 1 mol, H = U + RT. The enthalpy is then
determined using Eq. 8.8.1°:

H = U(0) +&ranst €rot + &vib + Eelect+ RT (ideal gas) 8.82

Note also at absolute zero, RT = 0, giving H(0) @)UThe ground state electronic energy of a
molecule is best determined using quantum mechiaeicianiques, however an empirical
method based on the concept of bond enthalpiessisand useful. Bond enthalpies are based
solely on atom-atom connectivity. The ground s&éetronic energy is the sum of the prediction
based on bond enthalpiessng and thesteric energy which takes the conformation of the
molecule into account:

H(0) = U(0) =€pond + Esteric 8.8.3
The Ground State Electronic Energy can be Approtechas the Sum of the Bond Energies

One empirical way of determining the ground stééeteonic energy is to use bond enthalpy
calculations. The internal energy or enthalpy of@ecule is assumed to be an additive function
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of the energy of individual bonds, Table 8.8.1. Eeample, the assumption is that a C—H bond
in methane has the same energy as in an aldeh{f@de)G—H, or an olefin —-C=C-H. Bond
energies can be calculated from spectroscopic lgasepdissociation energies. The general
process is:

AB (g9) - A(9) +B(9) 8.8.4

The bond enthalpy at 0 K,H°(0), is also called the bond dissociation energyABB). For
example, for methane the experimental successind dissociation enthalpies are:

CHs(g) — CH;z +H AH° = 432 kJ mot
CHs;(g) -~ CH, +H AH° = 469 kJ mot
CH,(g) ~ CH +H AH® = 422 kJ mot
CH (g)- C(g) +H AH° = 339 kJ mof
CHi(g) - C(g) +4H AH° = 1662 kJ mot 8.8.5

The four C—H bonds in methane must be equivalenigiwgives the bond dissociation enthalpy
for a C—H bond in methane AH° = 1662/4 = 416 kJ mdl The average value over many types
of compounds for the bond dissociation enthalppeséveral types of bonds is given in Table
8.8.1. In general triple bonds are stronger tharbtiobonds, which in turn are stronger than
single bonds. ThAH® for a reaction is given by AH°(bonds broken) = AH°(bonds formed).
Bond enthalpies pertain to reactions where alliggeare in the gas phase. One difficulty is that
the enthalpy of sublimation for graphite to gives gdnase carbon atoms is not experimentally
measureable. This important parameter is calculatiickctly and has a large uncertainty;
however, the uncertainty is negligible relativeahie assumption of the additivity of the bond
enthalpies over many different chemical environraent

Table 8.8.1. Bond Enthalpies,H°(A-B) (kJ moi?).®

H C N @)
H 436
C 412 348 —
518 =2
614 =
839=
N 391 305 - 163 —
615 = 418 =
891= 945=
@) 463 358 — 201 - 146 —
745 = 607 = 498 =
1070=

C (graph)- C (9) AH° = 716.7 kJ mot
(a). = aromatic

For example, the enthalpy of formation of acetajdieh CH—CH=0, is calculated as:
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2 C(graph) + 2 bl(g) + ¥2Q (9) ~ CHs—CH=0 (g) 8.8.6
# Bonds Broken # Bonds Formed
2 C(graph) 2 (716.7kIJmbl 1C=0 745 kJ mdl
2 H-H 2 (436 kJ md) 4 C-H 4(412 kJ ma)
% 0=0 Y (498 kJ md) 1C-C 348 kJ mdl
total 2554.4 kJ mol — total 2741 kJ mdl = -187. kJ mot

The experimental value for tgH° of acetaldehyde is -166.19 kJ Mp$o the value derived
from bond dissociation enthalpies is not accutlaiie a useful starting point none-the-less.

Example 8.8.1:
Calculate the molar enthalpy of formation of tola€dmethylbenzene) using bond dissociation
enthalpies and compare with the literature expentalevalues.

Answer The enthalpy of formation of toluene,¢fs)—CHs, is calculated as:

7 C(graph) /> Hz (9) - (CeHe)-CHs (g) 8.8.7
# Bonds Broken # Bonds Formed
7 C(graph) 7(716.7kJnmdl 6 C=C 6(518 kJ mat)
%, H-H %/,(436. kJ mot) 1C-C 348 kJ mdl
9 C-H 9(412 kJ md)
total 6978.9 k mdl — total 7164 kJ mol = 185. kJ mot

The experimental value in the gas phase is +50rid{J. Bond energy predictions for
conjugated molecules are particularly inaccuratéegss bond energies for appropriate partial-
order bonds are known.

To improve on predictions based on bond dissoci&nergies, the chemical environment of a
given bond needs to be taken into account. Quanteohanical calculations are the best way to
predict ground state electronic energies, but albairof extensions of the bond energy concept
have also been developed. One approach is badsshonncrementsthat are additive
parameters for specific types of bonds and chereivaronments? Bond increments are easy to
implement in computational algorithms. This apploectaken in the MM2/MM3/MM4 series
of molecular mechanics prografts? The MM3 bond increments for saturated hydrocartauas
given in Table 8.8.2. The bond increments are dpéthto reproduce the enthalpy of formation
for a wide variety of compounds when used in cocijiem with steric energy calculations (see
below). This listing is a small subset of the neeeg parameters. Notice that two different
values for the C—C bond energy are used, depemdinge chemical environment,’sgp’ or
sp—sf. Some increments, such as the C—H terms, aredivea bond enthalpy contribution and
some increments are corrections for environmeetesf such as the RGlrhethyl correction.



328

Table 8.8.2: MM3 bond increments for hydrocarbddsmol™.*®
Bond contributions:

C-H C-C (sp-sp) C-C (sp-sg) C=C (sp-sf)

-19.205 10.238 -0.753 110.583
Environment contributions:

RCH;z (methyl) R3CH (iso) R4C (neo) R,C=C (iso alkene)

4.37 -10.99 -27.79 -8.414

The bond energy calculation for acetaldehyde fromM3with energies in kJ mdlis:

# Bond or Structure Each Total
1 C-C sp-sf C=0 -15.452 -15.452
3 C-H Aliphatic -19.205 -57.614
1 C-H Aldehyde -19.205 -19.205
1 C=0 -90.793 -90.793
1 Me-Carbonyl 3.615 3.615
€bond = -179.45 kJ mo! 8.8.8

The enthalpy of formation based on bond energiesgiges an estimate of U(0) and H(0). Bond
energies alone are not accurate predictions féradries of formation. The conformation of the
molecule and associated steric energy has an iamgarontribution to the ground state energy.

Molecular Mechanics Steric Energies and Bond In@ets Provide Better Estimates for
Enthalpies of Formation Thesteric energyis the energy due to the three-dimensional
conformation of the molecule. Steric interactiohamge the ground state energy, Eq. 8.8.3°.
Molecular mechanicsprovides a method to estimate the steric enerlgg.iiiteractions
comprising the steric energy include the stretclingompressing of bonds from their
equilibrium lengths and angles, torsional effedtsnsting about single bonds, Van der Waals
attractions or repulsions, and electrostatic imtiivas between partial charges? The steric
energy of a molecule is the sum of the energigbefnteractions:

Esteric = Estr + €pend t Estr-bendt €oop T Etor + Evaw T Eele 8.8.9

The bond stretching, bending, stretch-bend, oyglafie, and torsion interactions are called
bonded interactionsbecause the interactions result from distortidnshemical bonds. The Van
der Waals and electrostatic (qq) interactions atevéen non-bonded atoms. The sum of all the
interactions is called thferce field for the molecule. We consider first the bondedrnattions.

Bonded Interactions Use Hookean PotentialBhe potential energy tereg, represents the
energy required to stretch or compress a bond lestitweo atoms, i and j, Figure 8.8.1. A bond
can be modeled as a spring with equilibrium lengtrand the energy required to stretch or
compress the bond can be approximated by usingdb&e’s Law potential:

Estr = Y2 Kstr,j (rij - ro)2 8.8.10

whereksy,j is the stretching force constant for the bond gsithe distance between the two
atoms. The stronger the bond the larger the fooostant.
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Figure 8.8.1. Bond stretch quadratic potential.

The potential energy teregenqis the energy required to bend a bond from itslibgum
angle,8,. Again this distortion can be modeled by a sprarg] the energy is given by the
Hookean potential with respect to angle:

Evend= Y2 kpend,ik (Bik - 60)° 8.8.11

wherekpend,ii IS the bending force constant eéd is the bond angle, Figure 8.8.2a.

(a). bond bending (b). stretch-bend irdéoa

Figure 8.8.2. (a). Bond bending, (b). Stretch-bemeraction: as the bond bends to smaller
angle, the lowest energy bond length increases.

The stretch and bend are not independent; thekingtand bending motions interact. The
stretch-bend interaction potentialy.nena accordingly takes into account the observatian th
when a bond is bent to smaller angles, the twocsastsal lowest energy bond lengths increase,
Figure 8.8.2b:

Estr-bend= Y2 Ksbiik (Iij — o) (Bijk — Bo) 8.8.12

wherexsp i is the stretch-bend force constant for the bortdiéen atoms i and j with the bend
between atoms i, j, and k.

The potential energy terggop is the energy required to deform a planar grougtoms from
its equilibrium angleg,, which is usually equal to zetdThis out-of-plane force field term is



330

necessary for $ghybridized atoms, and some small ring systems.eReegy is given by the
Hookean potential with respect to planar angle:

€oop = Y2 Roop,iiki (Wijki — (*)0)2 8.8.13

wherekgop il IS the bending force constant ag is the bond angle, Figure 8.8.3. The out-of-
plane term is also called the improper torsionoms force fields. Most force fields use oop
terms for the carbonyl carbon and the amide nitndggpeptide bonds in proteins, which are
planar, Figure 8.8.%'

Figure 8.8.4: (a). The amino acids in proteinsadtached through peptide bonds. (b). The
peptide bond is planar and requires out-of-plamaling terms.

The terney, is the potential energy of rotation about bondssibnal energies are usually
important only for single bonds because double bard too rigid to permit rotation. Torsional
interactions are modeled by the potential:

Etor = 1/2/—Qor,1 (1 + COS(p) + 1/2/—Qor,2 (1 + COos Z‘I’) + 1/2§Ior,3 (1 + COS 3’) 8.8.14

The anglepis the dihedral angle about the bond, Figure &.8[5e constant§or,1 kwor,2, and
kior,3 @re the torsional force constants for one-foldy-feld, and three-fold rotational barriers,
respectively. The torsional potential for H—-Clisi€(sp)—H from the commonly used Merck
Molecular Force Field, MMFF, i§"*’

€or = 0.594 (1 + cog) — 2.900 (1 + cos@ + 0.657 (1 + cos@ kJ mol* 8.8.15

The three-fold term, which is the last term tp & important for ssbhybridized systems-The
two-fold term, in 2p, is the lower curve in Figure 8.8.5b and is thenoh@nt torsional interaction
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for H-C—C—H. The torsional interaction summed @lepairs of H-atoms for ethane gives a
symmetric three-fold potential, Figure 8.8.5c.

-8 1
-10 -
-12 A
-14 A
-16 -
-18 -
-20 -
— 22 —

0 60 120 180 240 300 360 0 60 120 180 240 300 360
dihedralangle (°) dihedralangle (°)

(a). (b). (c).

Figure 8.8.5: (a). Definition of the dihedral angpe(b). Torsional potential for H-C—-C—-H
for the separate one, two, and three-fold tern)sT(@tal torsional interaction for ethane.
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To summarize the bonded force field terms, winefecular interactions stretch, compress, or
bend bonds from the equilibrium lengths and anglesponds resist the change with an energy
given by the potential functions, Egs. 8.8.10-&8summed over all bonds. When the bonds
cannot relax back to their equilibrium positiorig steric energy increases. When the different
units of distance and angle are considered, tlee foonstants have relative sizes:

Stretch >> bend > stretch-bend ~ out-of-planersidoo

It is difficult to stretch, easier to bend, andywearsy to twist a single bond.

Non-bonded Interactions include Van der Waals andl@mb Interactions Van der Waals
interactions, which are responsible for the liga&éam of non-polar gases like;@nd N, also
govern the energy of interaction of non-bonded atanthin a molecule. These interactions
contribute to the steric interactions and are oftenmost important factors in determining the
overall molecular conformation. Such interactiores extremely important in determining the
three-dimensional structure of many biomoleculepgeially proteins. The Van der Waals
interaction between closed-shell atoms and nonrpotdecules is called thiaduced dipole-
induced dipole interactionor thedispersion interaction.

A plot of the Van der Waals energy as a functibdistance between two hydrogen atoms is
shown in Figure 8.8.6. When two atoms are far ajparattraction is felt. When two atoms are
very close together, a strong repulsion is pregdtitough both attractive and repulsive forces
exist, the repulsions are often the most imporf@ndetermining the conformations of
molecules. One expression for the Van der Waafsedison energy is:

A B

Evdw,j = =B+ T2 8.8.16
ij ij
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where A and B are constants dependent upon thatiovos andjris the distance separating the
two nuclei. This equation is also called the Ledrawnes potential or the 6-12 potential,
referring to the exponents faqy. ISince, by definition, lower energy is more fa\wea the ~AR
term is the attractive part and the ¥Bterm is the repulsive part of the interaction. oo
hydrogen atoms in a molecufe:

A = 294.5 kJ mot A® B = 2.63x10 kJ mol* A'?

0.8
0.6 - repulsion

0.4 -

-0.2 A
-0.4 4 D
-0.6 -

E, gw (kJ mol?)
o

attraction

_1 l' : T T T T T 1
20Hc Teys 3 35 4 45 5
fij R

Figure 8.8.6: Van der Waals dispersion interactioetween two hydrogen atoms in a
molecule, such asJ®, or CH—CHs, De = 0.8146 kJ mdl, re = 2.376 A, andyc = 2.117 A.

Two additional equivalent and commonly used forringhe Lennard-Jones potential are:

6 12 6 12
Evaw,ij = De [— 2 (%) + (%) } = 49D, [— (—GrHC) + (—GrHC) } 8.8.17
1) 1 1] ij

Where9, is the minimum energye s the minimum energy distance, amgt is the sum of the
hard-core Van der Waals radii of the two atoms. Mlieeking for close contacts between atoms,
it is best to use the hard-core Van der Waals dianm;c. This distance is the point where the
Van der Waals potential is zero. When two atomsckrger tharoyc strong repulsions are
present. The hard core diameter and the minimunggritistance are related loyic = 2,

Electrostatic Interactions:If bonds in the molecule are polar, the atomsycaartial
electrostatic charges. The electrostatic interastare represented by the Coulomb potential:

_QQ

Eeleij = ATE, 1y 8.8.18

where Qand Q are the unitless partial atomic charges for atoamsl j separated by a distance
rij, andg; is the relative dielectric constant. The constdata units conversion constant;

¢ = Na €/e/1000 J k3/1x10™° m A = 17459.2 kJ mdiA. The Coulomb potential for a unit
positive and negative charge is shown in Figure/& 8nd the Coulomb potential for the
hydrogens in KO, is shown in Figure 8.8.7b.
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Figure 8.8.7: (a) Coulomb attraction of a positvel a negative charge. (b) Coulomb
repulsion of the two hydrogens in®, with the charge on the hydrogens=Q. = 0.40.

Like charges raise the steric energy, while oppasiarges lower the energy. For gas phase
calculations, is set tol. Larger values afare used to approximate the dielectric effect of
intervening solute or solvent atoms in solution: Watere, is 78.54. For the interior of a protein
g is often taken as 4.

To summarize the non-bonded force field tertms Man der Waals and electrostatic potential
functions represent the non-bonded interactionsdxt pairs of atoms i and j. The non-bonded
interactions also govern the intermolecular intBoas in complexes. A full force field
determines the steric energy by summing these paleover all non-bonded pairs of atoms in
the molecule. Finally, the full steric energy indilug bonded and non-bonded terms is given by
the sum over all atoms:

Esteric= 3. Y2 Kstrij (5 - To)® + 2. Y5 kpendiik Biik - Bo)> + 2. Y Y2 ks (Fij - To) (Bik - Bo)
r 0

r e
3 A B cQQ
+ 3 Y2 koopiik (Wi —0)° + X X Yo horn (L + cOS ) + X Y [_EG T +—4ﬂ£'r riﬂ 8.8.19
w ¢ n=1 ij>i

where the sum over r symbolizes all bonded paietahs i, j. The sum ovérsymbolizes all
bends for atoms i, j, and k. The sum owesymbolizes all out-of-plane angles, and the suer ov
¢ symbolizes all torsions for atoms i—j—k—I.

One of the major goals of molecular mechanide @etermine the low energy conformations
of a molecule or complexzeometry optimization is the process of varying each bond length
and angle to minimize the steric energy of the ke The minimum steric energy
conformation is the most stable conformation, whecballed theglobal minimum.

All the potential functions involve a force ctenst or interaction constant. These constants are
derived empirically. That is, the constants areistéjd by trial-and-error so that the geometry of
a number of well-known compounds is properly prestic These constants are then used to
calculate the structures of new compounds. Theracgwof these constants is critical to
molecular mechanics calculations. Unfortunatelysimgle best set of force constants is
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available because of the diversity of types of coumuls and uses for molecular mechanics.
Many force fields are in current use; each fore@fuses a different set of force constants.
Different force fields also use additional termsr Example, force fields add terms to the
bonded interactions to better approximate thepetdntial function of a chemical bond, Figure
8.8.8a. These additional terms take into accoulm&amonicity, which is a result of the fact that
given enough vibrational energy, bonds break. Jupeadratic potentials have steep "walls" that

prevent bond dissociation, Figure 8.8.1. Cubic seame added to purely quadratic potentials, as
in Eq.8.8.7, to adjust for anharmonicity:

Estr = Yo kstrij (1 — To)” — Y2 Rstrjj Cs (i — 1o)° (anharmonic) 8.8.20
whereCs is the cubic stretch constant. For example, in Mit2a C(sp)—C(sp) bond, & is
1325 kJ mot and the cubic stretch constant is 2.08 Bigure 8.8.8b. Some force fields,

includinl%l\élMFF, add a quartic terrfiy, (V2 Kstr Cs) (rj — r)*, to help improve the potential for
large .7
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Figure 8.8.8: (a). Realistic potential energy cumeC—C bond stretching, which shows
anharmonicity. The asymptotic limit at the disstioiaenergy®., corresponds to breaking
the C—C bond. (b). Comparison of the harmonic pakreg. 8.8.10, for short distances with
Eq. 8.8.20, which includes the (r o¥rcubic term to correct for anharmonicity.

Another example of the differences between fdisdds is that MM3 uses the Buckingham

potential instead of the Lennard-Jones equatiothi®ian der Waals interaction. The general
form of the Buckingham potential for the dispersioteraction is:

6 ij” o/o 6
o = e { Ga__d (&)}

ES E lij 8.8.21

This potential uses th& attractive part of the Lennard-Jones functionaifoEq. 8.8.16. The
exponential part of the Buckingham potential masdine repulsive part of the Lennard-Jones 6-

12 potential best with am of 14-15. However, MM3 uses a “softer” more rdatisepulsion
with a = 12.5.
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Protein Structure: Alpha Helices and Beta-Pleateé&h One important use of molecular
mechanics is the determination of the secondarytentidry structure of proteins. Two examples
of secondarystructural motifs are the alpha-helix and the {pd¢@ted sheet, Figure 8.8.9. The
secondary structure of proteins is stabilized bgtavork of hydrogen bonds. The network of
hydrogen bonds in the alpha-helix are between t&@ €arbonyl oxygen on one amino acid and
the NH hydrogen on the amino acid four residueth&ralong the backbone. The hydrogen
bonds in the beta-pleated sheet structure are batthe parallel chains. Thertiary structure

of a protein is determined by the spatial relatiops of the secondary elements. In other words,
the tertiary structure describes the spatial @tethips of the alpha-helices, beta-pleated sheets,
and peptide turn regions of the protein. The prdpectioning of a protein is dependent on
folding the protein into the proper secondary atary conformation. A typical protein has
tens of millions of possible low energy conformagpbut only one or a few conformations
correspond to the active, native protein. Struttoicogy is the study of protein and nucleic
acid structure and function. Molecular mechanieg/la central role in structural biology and
biochemistry in predicting the proper folding obpins and refining experimental structures
from X-ray crystallography and NMR.

(a). (b).
Figure 8.8.9: (a). In the alpha-helix secondarydtrre, hydrogen bonds between amino acid
(i) and (i+4) stabilize the structure. (b). In theta-pleated sheet secondary structure, inter-
strand hydrogen bonds stabilize the sheet. Seel8&:for another view of the alpha-helix.

The secondary structure of a protein is detesthiny the dihedral angles in the backbone of
the protein, Figure 8.8.10. The C-alpha carboheshtackbone carbon with the amino acid side
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chain.y is defined by the N-@()-C-N dihedral andp is defined between the carbonyl carbons in
the dihedral C-N-QX)-C.

0 R R=  glycine -H
'I' ']' alanine —CH
Ne W ¢ N aspartic acid —CHC(=0)OH
~ N ™~ cysteine —CH-SH
||4 glutamic acid —Ch-CH—C(=0)OH
R O glutamine —CH-CH~C(=O)NH,
phenylalanine —Ci@
serine —ChH-OH
valine —CH(CH).
(a). (b).

Figure 8.8.10: (a). The backbone dihedral angiespeptide. The peptide is shown in the

all-trans conformationyp = 180° andp = 180°. (b). Several side-chains for common amino
acids. There are 20 commonly occurring amino acigisoteins.

The average values in the alpha helixare -47° andp = -57° and for beta-pleated sheet
structures the backbone angles are geal35° andp = -140°.

Is the alpha-helix stable without the hydrogending network? The conformational energy of
the alanylalanine dipetide as a function of thekbaoe dihedral angles is shown in Figure
8.8.11. This plot is called a Ramachandran lot.
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Figure 8.8.11: Ramachandran plot for alanylaladiipeptide. Region | is near the typical
angles for an alpha-helix, region Il is an alteenatlical structure, region Il is near the
typical dihedrals for a beta-pleated sheet secgrstaucture.
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The plot was constructed using molecular mechastersc energies for the complete ranges of
the backbone dihedral angles. The region labetedresponds to low energy conformations
near the expected angles for an alpha-helix. Thexethe hydrogen bond network is not
necessary to stabilize the alpha-helix. The retabeled Il is near the expected angles for the
beta-pleated sheet. So the beta-pleated sheetdsgatructure conformation is also
intrinsically stable without the aid the hydrogesnd network. These observations have
important implications for the early stages of protfolding, before the hydrogen bond network
is formed. The region labeled Il corresponds taléernate helical structure.

The structure of proteins is far from static.|btmles are in constant motion and motions play
a critical role in chemical reactivity. The moleaumechanics based steric energy and the bond
increments give an estimate of U(0) and H(0), wiaichat absolute zero K. The temperature
dependent terms for the thermally excited motialegrees of freedom in Eq. 8.8dre added to
bring the molecules to room temperature.

8.9 The Equipartition Theorem Predicts the Internd Energy and Heat Capacity of Gases

TheEquipartition Theorem was the historical basis for the first attemptthoretically predict
the thermodynamic properties of substances. This lmsthe Equipartition theorem is the
observation that the internal energy of monatoraieg iS/> nRT, except at temperatures near
absolute zero. Near room temperature, monatomesgaave only translational energy, and the
translational kinetic energy has three componémte x, y, and z directions. The three
components of the kinetic energy of translation are

gtransyx: ]/2 n'sz = Q(Z/Zm gtransyy: ]/2 ITUyZ = Q/Z/Zm gtrans,z: ]/2 rmzz = p22/2m 891

whereuv is the velocity and p is the momentum in the &nyg z directions. The mass of the
molecule is m. The total translational kinetic eyeof the gas iSirans= Etrans, & Erans,yt Etrans,

Each quadratic term in the total energy of a sulegtas called a@egree of freedomMonatomic
gases have three translational degrees of freeGomparison with the experimental internal
energy of/,nRT suggests that each degree of freedom contsiBtteRT to the internal energy
of the gas. In addition, from Eq. 7.8.7, the heggacity of a monatomic gas is € (QU/dT), =

%, nR. The Equipartition theorem then predicts tlamhedegree of freedom contributes %2 RT to
the molar internal energy and %2 R to the molar bap#city, Table 8.9.1.

Table 8.9.1: Molar Heat Capacity Predictions froquiBartition, G (J K* mol™).

Species translation rotation vibration total totalb experiment experiment

Ar °/,R bR LR 125JK  °I,R
N> LR ’l,R ’l,R LR LR 20.8 >R
Cl, %,R /R %, R LR LR 25.6 LR
CO, LR R 4¢LR) LR LR 28.5 *,R
O; R %R 3¢LR) LR LR 30.9 IR
H,0 LR %R 3¢LR) LR  °LR 25.3 ®I,R

Polyatomic molecules have energy in translatiotation, and vibration. Consider rotation
first. Linear molecules have two degrees of freedonotation, because there are two non-zero
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moments of inertia. The rotational energy is quaclia the angular velocity about each axis; for
rotation about the x-axis:

Erotx = 320k = Yo k wy° Eroty = 3721y = Y5 |, w,® (linear) 8.9.2

where J = I; ux is the angular momentum around the x-axisis the angular velocity about the
x-axis, and,l is the moment of inertia about the x-axis. Noreéinmolecules have three degrees
of freedom in rotation, because there are threezeoo moments of inertia. For a linear
molecule, the third moment of inertia is zero beearotation about the internuclear axis does
not move the nuclei, Figure 8.9.1.

Each vibration corresponds_to tdegrees of freedom, one for the kinetic energyaredfor
the potential energy. The potential energy of Mibrais approximated using Hooke’s Law,
Eq.8.8.10. Hooke’s Law potentials are also calyg@dratic potentials because of the
dependence or.rThe kinetic and potential energy of vibration eaeh a quadratic degree of
freedom. The contribution of each vibration to ifiernal energy is therefofé RT.

For a diatomic molecule, with two rotational sxand one vibration, the predicted temperature
dependent contribution to the internal energy ésshm for translation, rotation, and vibration:

U-U@©)=*/,RT + % RT + ?,RT =",RT (diatomic, equipartition) 8.9.3
translation rotation vibration

The translational, rotational, and vibrational edmitions to the internal energy are the energy of
motion above the energy at 0 K. The correspondes bapacity is ¢(diatomic) ="/, R.

translation rotation vibration
Z
Linear
-~
X y Bent
kinetic only kinetic only kinetic and temtial

Figure 8.9.1: Each quadratic term in the total gnef a molecule is called a degree of
freedom. Each degree of freedom contributes %2 Rfigdotal molar internal energy.

For molecules larger than diatomics, we nedthtbthe total number of vibrations. To
calculate the energy of a molecule with N atomswust specify 3N coordinates; we need to
find the x, y, and z position of each atom in th@eoule. Rather than specifying the x, y, and z
coordinates of each atom, an equivalent approaithspecify the x, y, z coordinates of the
center of mass of the molecule, the rotationalesglound the x, y, and z axis, and the progress
of each vibration. The translational energy ofiti@ecule is determined by the motion of the



339

center of mass and therefore requires three caatenThe rotational energy requires two
coordinates, as angles, for a linear molecule arektcoordinates for a non-linear molecule. The
number of coordinates remaining gives the numbervhtions. Each vibration of a molecule is
called anormal mode. The number of normal modes,for a linear molecule is given as:

n=3N - 3 - 2 = 3N-5 (linear) 98
total translation rotation vibratio

and for a non-linear molecule as:
n=3N - 3 - 3 = 3N-6 (Forear) 8.9.5

total translation rotation vibratio

Normal modes will be discussed in more detail inti®a 8.10. In particular, each normal mode
acts as an independent harmonic oscillator. Cadibmnde is a linear molecular and has 3(3) — 5
= 4 normal modes. Ozone and water are bent tria®amnd each has 3(3) — 6 = 3 normal modes,
Table 8.9.1. The normal modes for a bent triatcanécshown in Figure 8.9.2.

The experimental values for the molar heat ciipa of several substances are given in Table
8.9.1. For ease of comparison the experimentakvialalso listed in multiples of %2 R in the last
column. Note that the predictions based on thepegtiiion theorem, as shown in the column
labeled “total,” are often too large. If the prdaa is based on only translation and rotation, as
shown in the column labeled “total-vib,” better egment with the experimental values is found.
The prediction based only on translation and rotegirovides a lower bound and the prediction
with vibration gives the limit at high temperatufidhe comparison shows that while translation
and rotation obey the Equipartition predictiong tontributions from vibrations are less and
often much less than expected. Why don’t vibratiomstribute the full contribution expected
from equipartition?

Symmetric stretch Asymmetric stretch Bend

Figure 8.9.2: Normal modes of vibration for a beg@tomic;n=3N — 6 = 3.

8.10 The Boltzmann Distribution-The Energy Differace Between Vibrational States is
Usually Large Compared to the Available Thermal Kiretic Energy

The energy states for translation, rotation, abdation are not continuous. The energy states
arequantized. Molecules may not have energies between the aleemergy states. An analogy
is the steps on a ladder. You can stand on eadessige step, but you can’t stand between the
steps. For example, for vibration the allowed epatgtes are equally spaced, in the harmonic
approximation, Figure 8.10.1. How much do vibrasi@ontribute to the internal energy of
molecules? Molecules gain energy through collisidie energy available through collisions
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increases with temperature and is given roughliRbyThe term RT is often called the
available thermal kinetic energy, which at room temperature is:

RT = 8.314 J K mol* (298.2 K) = 2.48 kJ mdi (T =298.2 K) 8.10.1

It is often convenient to work with the energywavenumbers cni’, since vibrational

transitions are easily expressed in these units.hibhizontal axis of IR spectrophotometers for
the mid-infrared is 4000 ¢ 400 cnt. The wavenumber of a transition is givervas 1A and
the energy of the transition A = hcA = hoy per molecule, where h is Planck’s constant. On a
per mole basis the energy is:

AE = Nahov = (0.011963 kJ mdicm)v 8.10.2
where N, is Avogadro’s number. Then RT in &nis:

8.314 J K mol* (298.2 K
RT = N. he ( ) 207.2 cnit (T =298.2 K) 8.10.3

As the available thermal kinetic energy approachedifference in energy between the states,
some molecules gain sufficient energy to be exdidetie next energy state. As the temperature
increases, the available thermal kinetic energseis®es, and the populations of higher energy
states increase.

0K 2298.2 K 600 K
4| ——88M8M8M8 4e 4e |[&—
€ ¥|—— ¥ |— 3e|o0—
28| ——8 2¢ [o——— 2¢ [o-0———
1| —88 1 |[oo0——— 1c | o-o——
€ £ }RT € } RT
0 'eessss000e 0leseses 0lesee—

Figure 8.10.1: Boltzmann occupations for harmosicltator energy states at various
temperatures. The energy spacing is 200 om2.39 kJ met. RT = 207.2 crit at 298.2 K.

The Boltzmann Distribution Determines the Distribntof Energy The probability of a
molecule occupying energy state i is given by theber of molecules in energy state;j, n
divided by the total number of molecules, N:

_n
N 8.10.4

The probability of occupying energy state i is deti@ed by theéBoltzmann distribution:

—E; —Ei
e kT e iIRT

P :% = q = q (KT per molecule, RT per mole) 8.10.5
whereg; is the energy of state i, kBoltzmann’s constant and T is the absolute temperature.
Boltzmann’s constant is just the gas constant peranolecule basis instead of per mole, k =
R/Na = 1.38066x13° J K™. If the energy is given in J, then kT is usedh# energy is given in

J mol* then RT is used to match the units. The g in #rechinator is called thgartition
function. The partition function is the normalization cargt which ensures that the
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probabilities sum over all the possible energyestéb give ones. pi = 1. Summing Eqg. 8.10.5
over all possible energy states gives:

Yp=t—— g -1 8.10.6
Solving for q gives the definition of the partitiGumction:

q=> e okt 8.10.7

Thee ®/KT or e ®/RT terms are called the Boltzmann weighting fact®his general form for the
temperature dependence is outline&General Patterr] 4, Sec. 3.5. The probability of a
molecule occupying a given energy state is dirgmttyportional to the Boltzmann weighting
factor. The partition function is the sum of theltBmann weighting factors over all energy
states. Low energy states have a higher occupttteonhigh energy states. The Boltzmann
distribution for the harmonic oscillator at sevetdferent temperatures using Eq. 8.10.5 and
8.10.7 is shown in Figure 8.10.1 for an energy isppof 200 crit. The ratio of the number of
molecules in two energy states is determined byahe of the Boltzmann weighting factors for
the two states; dividing Eq. 8.10.4 for state Huy 8.10.4 for state i gives:

e_ej/ kT —Ae

n_ _ okT
n = T = 8.10.8

where nis the number of molecules in state;jisthe number of molecules in state i, and the
energy difference iAe = gj—¢;. In effect, the argument of the exponential corapdhe energy
difference to RT. IAe >> RT all the molecules will be in the lower engggate. The population
of the two energy states is equalized if RTAe> Note that there may be more than one state
with a given energy; Eqgs. 8.10.4-8.10.8 apply tchaadividual state. We will derive the
Boltzmann distribution in Chapter 12. However, phciples behind the Boltzmann distribution
are useful in understanding many phenomena, soillvese the result without proof for now.

The Boltzmann distribution can also be appl@the case where the temperature is held
constant and systems with different energy spaaregcompared. The Boltzmann distribution at
298.2 K for the vibrational energy states of a hamim oscillator are shown in Figure 8.10.2 for
several values of the fundamental vibration fregyen

A 1000 cmt 4 500 cnit
le|—— 2¢|———
200 cnt 100 cnt'
38‘\ GEA
€ le |&0——— 2 £ ig -
3c |o—
le |[eo——— 2¢ |[eo——
1le “_} RT
0 0'eesesesee— 0'eesese Oleoee—

Figure 8.10.2: Boltzmann occupations for harmomicili@ator energy states at 298.2K. RT =
207.2 cn at 298.2 K.
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If the energy spacing is much bigger than RT alleoales remain in the lowest energy state. If
the energy state spacing is small compared to Rihymmolecules occupy excited energy states.
The Boltzmann distribution provides a usefukmptetation for the contribution of a degree of

freedom to the internal energy and heat capachgrimal excitation of a molecule from one

state to the next is “all or nothing.” A moleculend jump half-way. If the available thermal
kinetic energy is much less than the energy sfaeisg, a small increase in temperature doesn’t
provide sufficient energy for the molecule to chaegergy states andU/oT), = 0. However, if

the energy states are very close together a shmatige in temperature is readily absorbed as
molecules are excited to higher energy statesta @U/0T), is large. IfAe >> RT, the degree

of freedom contributes little to the internal eneeagd heat capacity. fe << RT, even a small
change in available thermal energy resulting froemall temperature increase results in an
increase in internal energy, which is the clasgieslilt U/dT), = %2 R per degree of freedom.

Only Low Energy Vibrations Contribute to the Heap@city The energy state spacing for
translation and rotation is much smaller than Rioam temperature. Under these
circumstances, translation and rotation behavengallg as if they had continuous energy states
and then classical physics is applicable. The e¢isdigrclassical behavior of degrees of freedom
with small energy state spacing is the reasontkigaEquipartition theorem holds for translation
and rotation. However, the typically large energgng for vibration results in only a partial
contribution to the internal energy of the syst&e will show in Chapt. 32 that the contribution
of a vibration to the enthalpy is given bYy:

Na hv e‘h"’kT
Hvio — Hiib (0) = Wib — Wiip (0) =&vib = o 8.10.9
1 —g KT

wherev is the frequency of the vibration. Eq. 8.10.9umsed for each vibration in the
molecule. This contribution to the enthalpy is f#dtas a function of vibration frequency in
Figure 8.10.3.

2.5 4
2
1.5 A1
1 4

0.5 A

[Hyip - Hyip(0)] (k) mol?)

0

0 200 400 600 800 1000

v (cm?)

Figure 8.10.3. Contribution of a vibration to thetealpy of formation of a molecule, above
U(0), at 298.2 K.

Vibrations with energy state spacing greater tHa®&n' are too energetic compared to RT to
make a significant contribution to the internal gyye enthalpy, and heat capacity. One effective
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way to predict the vibrational contribution to theat capacity of a substance is to count only the
normal modes with vibrational energies less thah &@™.

Internal rotations, that is torsional motionsuard freely rotating bonds, are the most common
low frequency vibrations in molecules. The conttiba of internal rotations to the enthalpy of
formation is called theorsional increment and is estimated to be 0.36 kcal thof 1.51 kJ
mol-1 for each internal rotation, taking into accourft@monicity?® Counting the number of
internal rotations then gives a quick, approxineg@gmate of the contribution of vibrations to the
internal energy and enthalpy of formation. Howewgiconvention, the internal rotation of the
methyl group is included in the bond increment glatton for the methyl group, so methyl
rotations are not included in the count. For examplitane, Cg-CHy—CH>—CHg, has one
additional internal rotation, other than the metirgup rotations; so the torsional increment for
butane is 1.51 kJ madl

In summary, the enthalpy of formation for a fiar molecule, using Egs. 8.8.2° and 8.8.3
and the Equipartition contributions for translatenmd rotation, is then:

AH® = pong+ Esterict RT +LRT  +3LRT + g4 (non-linear) 8.10.10
A(PV) translation rotation V < 500 crit

This formula also assumes that there is only onedioergy conformation of the molecule. If
there are several low energy conformations theh gacst be added, weighted by the Boltzmann
probability relative to the lowest energy conforioat This last equation is easy to apply if the
frequencies of the normal modes are known. In the section we develop the technique of
normal mode analysis to predict the frequenciesHiemormal modes of vibration.

Example 8.10.2:
Use MM2 or MM3 to estimate the enthalpy of formataf acetaldehyde.

Answer The bond energy calculation is in Eq. 8.8.6. Whé3 steric energy is calculated to be:

FI NAL STERI C ENERGY | S 0. 4521 KCAL/ MCL.

COVPRESSI ON 0. 0052
BENDI NG 0. 0821
BEND- BEND -0. 0105
STRETCH- BEND 0. 0046
VANDERWAAL S

1,4 ENERGY 0. 5805

TORSI ONAL 0. 2099
TORSI ON- STRETCH 0. 0000
DI POLE- DI POLE 0. 0000
CHARGE- DI POLE 0. 0000
CHARGE- CHARGE 0. 0000

No torsional increments are required, since thehgméorsion is included in the bond increment
calculation. The methyl torsion is the only lowdtency vibration below 500 ¢hnNote that
MM2/MM3 do not automatically add the torsional ianrents; torsional increments must be
added to the final printed results. The final elgh@f formation is -40.04 kcal mdlor

-167.53 kJ mat, which is a significant improvement over the bemergy calculation in

Eq. 8.8.6. The experimental value is -166.19 kJ'mol
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8.11 Normal Mode Analysis: The Harmonic Approximaton

The vibrations of a molecule are given by its ndrmades. Each absorption in a vibrational
spectrum corresponds to a normal mode. The norradéemfor a bent triatomic are shown in
Figure 8.9.2. The four normal modes of carbon dlexFigure 8.11.1, are the symmetric stretch,
the asymmetric stretch and two bending modes.

—> <« > <

OO0 OmOIO OO0

Symmetric stretch Asymmetric stretch Bend Bend

Figure 8.11.1. Normal Modes for a linear triatommolecule. In the last bending vibration,
the motion of the atoms is in and out of the plahthe paper.

The two bending modes have the same energy arat diffy in the direction of the bending
motion. Modes that have the same energy are cadlgdnerate In the classical treatment of
molecular vibrations, each normal mode is treated simple harmonic oscillator.

The characteristics of normal modes are:

1. Each normal mode acts like a simple harmonidlas.

2. A normal mode is a concerted motion of many atom

3. The center of mass doesn’t move.

4. All atoms pass through their equilibrium posigaat the same time.
5. Normal modes are independent in the harmonicoxppation.

The concerted motion of many of the atoms is aadtaristic of normal modes; however,
symmetry may require that a few atoms remain statppfor some normal modes. In the
asymmetric stretch and the two bending vibratian<x0,, all the atoms move. However, in the
symmetric stretch, to keep the center of mass aahghe center atom is stationary. The
independence of normal modes means that normal symét exchange energy. For example,
if the symmetric stretch is excited, the energysia the symmetric stretch.

The background spectrum of air, Figure 8.1Th2ws the asymmetric and symmetric stretches
and the bending vibration for water, and the asytrnmstretch and bending vibrations for €0
These absorptions are responsible for the vastrityagd the greenhouse effect. The symmetric
stretch for CQ doesn’t appear in the infrared; a Raman spectsune&ded to measure the
frequency of the symmetric stretch (see Chapt. 27).

The normal modes are calculated using Newtoqsgons of motiori*?* Molecular
mechanics and molecular orbital programs use thne seormal mode calculation method.

The Harmonic Oscillator—Oscillatory Motion at theikdamental Vibration Frequency
Consider a mass m, supported on a spring with fooostant, Hooke’s Law for the restoring
force for an extension, x =r ; iIs F = & X. In other words, if the spring is stretched dahse

x > 0, the restoring force is negative, which aotpull the mass back to its equilibrium position.
The potential energy for Hooke’s Law is obtainedriggrating:
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_av_
dx
to give V = £ X? = Y2 K(r — I)%, Eq.8.8.11.In molecular mechanics and molecular orbital
calculations, the force constant is not known diye¢iowever, the force constant can be
calculated from the second derivative of the poaéenergy:
2
&:O(lj v 8.11.2

F= —FX 8.11.1

24; Bend:

H,0 1595 cr™
1s~;Asymmetric stret
*1H,0 3756 ¢

12

Single Beam

10+

o Symmetric stretch: Asymmetric stretch: Bend:
H,O 3652 crit CC, 2349 cn™ CO, 667 cni

4000 3500 3000 2500 2000 1500 1000 500
Wavenumbers (cm-1)

Figure 8.11.2. The infrared spectrum of air. Tipedrum is the background scan from an
FT-IR spectrometer.

The Hooke’s Law force is substituted into Newtolndswv:

2
F=ma or n%—t)éz—&x 8.11.3

and solved to obtain the extension as a functidime# (Addendum Sec. 8.12):
X(t) = A sin(2wt) 8.11.4

wherev, is the fundamental vibration frequency and A s @implitude of the vibration. Taking
the second derivative of the extension gives:

2.
%’é = 42 x 8.11.5

Substituting Eq. 8.11.5 back into Eq 8.11.3 gives:
_4r[2\)(2)m X :_@( 8.11.6
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which is the basis for the classical calculationhaf normal modes of a molecule.

Normal Mode Analysis Determines the Frequenciddaécular Vibrations For molecules the
X, Y, Z coordinates of each atom must be specified.coordinates are:

Atom 1: Xy, Y1, Z3, Atom 2: X%, Y2, Z5, for each atom......
The extensions are the differences in the posimmsthe equilibrium positions for that atom:

Where Xeq Yieq and Zeq are the equilibrium (energy minimized) positions &tom i.
Molecular mechanics or molecular orbital calculasi@re used to find the potential energy of the
molecule as a function of the position of each atd(, yi, z1, X2, Yo, Z2, X3, Y3, Z3,---, XN, YN»2ZN)-
The second derivative of the potential energy ban be used to calculate the force constants
using Eg. 8.11.2. However, there are now 3Nx3N iptessecond derivatives and their
corresponding force constants. For example,

vV 11

%L = Ryx 8.11.8
is the change of the force on atom 1 in the x-timeovhen you move atom 1 in the x-direction.
Similarly,

VvV 12
axdys Ryy 8.11.9

is the change of the force on atom 1 in the x-timecvhen you move atom 2 in the y-direction.
The various types of force constants are shownguarg 8.11.3.

2 = Ryx same atom same direction

same atom same direction

= ky same atom different directions

Vo,
=<
I

=

= Rex different atom same direction

1]

= Ry different atom and direction
Figure 8.11.3. Types of second derivatives andefeonstants

These force constants are not the force constanisdividual bonds, they are force constants
for the motion of a single atom subject to allnesghbors, whether directly bonded or not. The
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complete list of these force constants is calledHkssian, which is a 3Nx3N matrix. The
Hessian also plays a central role in energy miratnon techniques. Eq. 8.11.6 is then applied
for each force constaft?®

11 11 11 12 12 N
— APV X1 = Ry X1 — Ry Y1 — Ky 20— Rxx Xo — Ky Yo = —Kyz 20 8.11.10
11 11 11 12 12 1N
— 4PV My1 = —Ryy X1 — Ryy Y1 — Ry 21~ Ryx Xo = Kyy Yo =...~Ryz 2n
1 1 1 2 2 N
— 42 Mo = Kk X1 — yyl—kzxz 27— K xz—/éyyz—...—/{iz N

N1 N1 N1 N2 N2 NN
— 4T0VG MNZN = ~Rgx X1—Kgy Y1—Rax Z1—Rox Xo—Kpy Ya—...—Kzz 2n

In words, the right-hand sides of the above equatgmply state that the total force on atom i is
the sum of the forces of all the atoms on atoneephkng track of the x, y, and z directions for
each atom. There are a total of 3Nx3N terms omigfit. All these terms are confusing. A
simple example will help at this point.

Consider a symmetrical linear triatomic moledhlat can only vibrate along the x-axis, Figure
8.11.4. CQis a good environmentally significant example.

— — —
U, 2 Uz X
Figure 8.11.4: A symmetrical triatomic moleculewitibrations limited along the

internuclear axis.

Because we have limited the vibrations to the s;axhich is the internuclear axis, this model
will provide the symmetric and asymmetric stretghmodes, only. Egs. 8.11.10 then reduce to:

- ZIfl'lZVg MX1= —/{i-):(L Xl—éi-f Xz—é—f X3 8.11.11
— 4rVE MpXo= —Kor X1 — Kor Xo— Koo Xg 8.11.12
— 4r2VE Mxa= —kor X1 — ks Xo—Foo X3 8.11.13

since we only need to keep the x-terms. Severaknigal techniques are available to solve
linear sets of simultaneous equations. Conventiprabwever, the problem is simplified by
converting to mass-weighted coordinates:

)?1 :-\/ml X1 )?2 :‘\/mz X2 , efc. 8.11.14
and mass-weighted force constants:
12
~12 R

8.11.15

b= T,

In the new mass weighted coordinates, Egs. 8.18.11.13 become:
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— 4TPV2 X1 = — oy X1 — Ree Yo — Ry Xa 8.11.16
— APV o = — Ry X1 — Roe Yo — Koy Xa 8.11.17
AR X = — o X — o Yo — R X 8.11.18

For example, we can show that Eq 8.11.16 is eqenvdb Eq 8.11.11 by substituting Eqs.
8.11.14 and 8.11.15 into Eq 8.11.16:

11 1 13

2
/iXX /iX éX
_ 2 , — - , _ X [ _ X [

Multiplying both sides by/ml and canceling mass terms gives Eq 8.11.11.
Egs. 8.11.16-8.11.18 are most easily writteth@equivalent matrix form:

(ke b )

bo ke o
_ x X X = |=—ar? 8.11.20
YEATNEA RN R g
b K ke 1 2

\ mafm; Jmafm, Jmayms

The mass-weighted force constants give a symmmatiicix; the corresponding off-diagonal
elements are equal. Eq. 8.11.20 is an eigenvagieyeector equation, s&eneral Patterri] 6,
Sec. 6.3. The eigenvalues are the negative ofgh@sed normal mode frequencies. The
eigenvectors are the mass-weighted normal cooeloiaplacements (Addendum Sec. 8.12).

Example 8.11.1:

Find the normal mode frequencies for the symmaeint asymmetric stretch for GQsing
approximate force constants and Eq. 8.11.20. Therérental values are 1340 ¢rfor the
symmetric stretch and 2349 ¢rfor the asymmetric stretch, Fig. 8.11.2.

Answer First, consider the units for the fundamenthtation frequency. The fundamental
vibration frequency for a harmonic oscillator is:

_1 /K 2_R
VO_ZH\/:n or 4tvo=_ 8.11.21

with £in N mi* an m in kg moleculé Normally, vibrational spectra are plotted verses
wavenumber, instead of frequency. To convert toemambers remember that = c:

~ 1 c ~
V—)\ or v = N o 8.11.22

UsingV, in cmi* and m in g mot, Eq. 8.11.21 becomes:
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4PV K
1000 g/kg N ™ m
or solving for the frequency squared in wavenumigerss a convenient conversion factor:

~ _ kim
Vo =5 8921x10 8.11.24

Next, we need all the force constants for Efj1 20. Some force constants are related by
symmetry; since the left and right-hand sides ef @@ molecule are the same:

8.11.23

By symmetry : @10% = kff @1(3 = /éf 8.11.25

The terms that exchange the atom labels are alsoadent, since atom 1 interacting with atom 2
gives the same result as atom 2 interacting widmat. In matrix terms, these corresponding off-
diagonal terms are equal for a symmetric matrix:

Symmetric matrix:f{if = /@ /éf = /{i’f 8.11.26

These equivalences leave four force constantswhateed to guess. First, focus on atom 1. By
trial and error, a good guess for the force congtarmoving atom 1 by stretching the C=0
bond is:

e = 1600 N it 8.11.27

This force constant gives the restoring force,+&% as atom 1 is moved. For moving atom 1 to
the right, x > 0 in Figure 8.11.4, the restoringc®is negative, pulling the atom back to its
equilibrium position. That is, if atom 1 is forcéatward to shorten the bond then atom 1 will try
to move back to keep the bond length constant. ,Nerdasonable guess for the force constant
for atom 1 while moving atom 2 is:

o= g 8.11.28

Here the “12"-force constant is negative, and getaring force, F =£x, is positive. This

positive force results because as you move atomei¢ghbor, atom 1 will try to follow along in
the same direction to keep the bond length constédmat absolute value of the two force
constants is the same since moving either atomatoon 2 has the same effect on the bond
length and, therefore, the force on atom 1. Now$oan atom 2. We can guess that it is twice as
hard to move atom 2 as it is to move atom 1, smoeing atom 2 effects both bonds, on the left
and on the right:

R2=2kr=3200N it 8.11.29

Finally, we will assume that atom 3 doesn’t affei@m 1 significantly because the two atoms
aren't directly bonded:

/iif= 0 8.11.30

Substituting Eqgs 8.11.25-8.11.30 into Eq. 8.11.@@gthe mass-weighted force constant matrix.
The row and columns correspond to the three diftestoms, @ C,, and Q, respectively.
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O G @)
/ _1600 1600 \
O V1616 \16V12 1100 11547 0
1600 3200 1600

C, — _\/1—2\% \/1—2\/1—2 —\/1—2\% =| 115.47 -266.67 115.4 8.11.31

0 115.47 -100
Os 1600 1600

\ iz vieJie /

The “eigen” Web applet on the companion CD is aldd to solve the eigenvalue problem.
Computer algebra programs like Maple and Mathematre also handy for solving eigenvalue
problems. The output of the “eigen” applet is shdeiow. The eigenvalues are listed with
“E=." The first eigenvector corresponds to the rmotof the center of mass in the x-direction.
The normal mode frequencies are calculated usimgits conversion from Eq. 8.11.24.

Ei genvector 1. E= -0.0009769 =0 - Center of mass motion in x-direction
0. 603024
0. 522229
0. 603024
Ei genvector 2: E= -100 _ Symmetric stretch:
-0.707107 _ 100

=1
0 Vo =1\ |5 goox1p — 1303 cm
0.707107 5.892x1
Ei genvector 3: E= -366.669 R Asymmetric stretch:
-0. 369272 N 366.67
0. 852805 = . = Al
-0. 369272 Vo \/ 5.892x10° - 2495 ¢cm

The three numbers below each eigenvalue anedimal coordinates. For example, the normal
coordinates for the second eigenvector show at@¢®.707) moving in the opposite direction as
atom 3 (0.707), while atom 2 remains stationary Thjs normal mode is the symmetric stretch,
since the oxygen atoms are moving in the opposiéetibn. In the asymmetric stretch,
eigenvector 3, the oxygen atoms move backward wihdecarbon atom moves forward. For this
example we have motion only in the x-directionitsere are only three coordinates listed, x for
each atom. To display the motion of the atoms dyittire vibration, the atom coordinates are
calculated for atom i in normal mode | as:

R N
Xi = Xi,eq*’ﬁq Y = Yi,eq'*'\/lmi q Z = Zi,eq"'ﬁq 8.11.32

where q = sin(Rvjt) and?g is the x-component of the normal coordinate fomat and mode j.
For example, for the asymmetric stretch for,G@ the first O atom:

-0.369 .
Xy = xl,eq+ﬁ sin(2wt) 8.11.33

You can tell that the first eigenvector is foe tmotion of the molecule as a whole because all
the normal coordinates have the same sign, ttalttise atoms are traveling in the same
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direction. For fully three-dimensional problems first 5 eigenvalues, for linear molecules, or 6
eigenvalues, for nonlinear molecules, corresportcattslation and rotation. Some molecular
orbital programs don't list these first 5 or 6 eigalues.

How good is our simplified model? The symmestietch is low and the asymmetric stretch is
high, for a combined error of about 5%. It doesnéke sense to try to get the results to agree
any better. Using a molecular mechanics or molearlaital program is more accurate.

Anharmonicity Decreases the Fundamental Vibratioegbeency The proceeding normal mode
analysis assumes all the vibrations are purely bartn Our treatment of molecular mechanics
force fields shows that anharmonic correctionsodien important. What is the effect of
anharmonicity on vibrational spectra and normal encalculations? For anharmonic vibrations,
vibrational spectra include the fundamental trémsg and also show overtones, sum, and
difference bands. Overtones are at integer muttipfehe fundamental frequency4 Sum and
difference bands occur af + vg andva — Vg, respectively. Considering normal mode
calculations, frequencies froab initio molecular orbital calculations are normally mdled by
0.9 to correct for anharmonicity. For strong anhammaity, including bond torsions that have low
energy barriers, ring vibrations in large ring syss, and vibrations in hydrogen-bonded
systems, a refined treatment is neces&adnfortunately, such vibrations are often the most
interesting, especially in studies of proteins andleic acids. Treating very flexible, low energy
vibrations in biomolecules is an active area ofenir study*>2° Vibrations play a central role in
protein folding and protein flexibilitg’ >

Bond Energy, Steric Energy, Translation, Rotateamg Normal Mode Contributions Estimate
the Internal Energy and Enthalpy of Formationn principle, every vibration, including intexh
rotations, contribute to the enthalpy. Followingamal mode analysis, it is very easy to
calculate the enthalpy of formation of a substamiag Eq. 8.10.9. Molecular mechanics and
molecular orbital programs routinely do these dalttons. For our present purposes, simply
noting the low frequency vibrations and the intéro&ations, in particular, are sufficient to
understand the relative enthalpies of formatiorstdrstances.

Example 8.11.2:
Use normal mode analysis to decide if methylcyckaime or norbornane has a higher
contribution of vibrations toward the enthalpy ofrhation. Molecular mechanics or AM1 or

PM3 molecular orbital calculations are sufficierdlgcurate for this qualitative analysis.
H H

methylcyclohexane norbornane
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Answer Using PM3 level molecular orbital calculatiotise vibrational normal modes less than
500 cm’ are:

methylcyclohexane: 153, 214, 230, 317, 343, 428, 476, 476 ci
norbornane: 201, 366, 436, 477tm

The rigid framework of the bicyclic form providemaer low frequency normal modes giving
norbornane a small contribution from vibrations #o#ls the enthalpy of formation and heat
capacity. However, norbornane is highly strainedingj an overall higher steric energy and bond
energy. The literature gas phase enthalpies ofdtiom are -155. kJ molfor

methylcyclohexane and -55. kJ rifdbr norbornané.

8.12 Summary—Looking Ahead

The experimental measurement of the heat tranéfghase transitions and chemical reactions
is a central component in the application of thesgmamics to practical problems. The internal
energy change is the heat transfer at constanmehnd the enthalpy change is the heat transfer
at constant pressure. If experimental measurenagatsnavailable, then predictions are made.

The conformation of a molecule often has a geffatt on its reactivity. The effect of structure
on reactivity is particularly important for largeotacules, such as proteins and nucleic acids.
Structure-function relationships are the hearthamistry. Steric interactions include through-
bond distortions of the bond lengths and angléeermolecule and through-space Van der
Waals and electrostatic interactions. Distorticsf the equilibrium bond lengths and angles
are always unfavorable, adding to the overall gdostate energy. Through-space, non-bonded
interactions can be favorable or unfavorable. Gegnuptimization predicts the low energy
conformations. The ground state energy at O K efntlolecule is the sum of the bond energy and
the steric energy. Equipartition provides the dbotions of the thermal motions of translation
and rotation. Normal mode analysis determinesdheftequency vibrations that contribute to
the internal energy and the enthalpy.

Reaction enthalpies are necessary for undeisigitiae interrelationships that govern
processes in energy technology, living cells, asabgstems. Ecologists, nutritionists, and
chemical engineers use calorimetry to monitor tbe bf energy through an ecosystem, an
organism, or through a society. The production aselof energy are governed by the First Law
of Thermodynamics in any circumstance; energy irsalated system is conserved. Except for
nuclear energy, chemical fuels are the densesteswf energy for transportation, space
heating, cooking, and industrial production. Glueasthe primary chemical fuel for organisms.
Coal, oil, and natural gas are the primary chenfigals for current societies.

We have not completed our development of thet Emw and the theoretical methods that
enable the use of the powerful idea of energy awasien. In the next chapter, we develop
further the mathematical manipulations that all@staisolve problems in a general and useful
way. We also apply the First Law to some additigorattical problems that will lead to the
criteria for spontaneous processes. In Chaptereli consider work transfer.

8.13 Addendum

The Classical Harmonic OscillatorThe Hooke’s Law force for a harmonic oscillai®r
F = —kx, where x is the displacement of the mass, mifidthe motion of an oscillator we need
to integrate Newton’s second law for x as a funcbbtime, x(t), Figure 8.13.1.
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A
A
—

Figure 8.13.1: A mass suspended by a spring underginusoidal motion with amplitude A.

Newton’s second law relates the force and the acaibn, F = ma. Substituting the second
derivative of the position for the acceleration &wbke’s law for the force gives:

2
m%ﬁz—fix(t) 8.13.1

There are many ways to solve differential equatibosvever, the easiest is to try to guess a
solution. Experimental observation suggests thetthss will oscillate about its equilibrium
position, x = 0, as a sinusoidal function of freqeyev. We therefore guess the functional form:

X(t) = A sin ct 8.13.2

where A is the amplitude and c is a constant. Téreeal approach for verifying our guess is to
substitute the guess into the left-hand side ofiifferential equation and then the right-hand
side of the differential equation and then checgde if the two sides agree (see Sec. 6.1).
Beginning with the left-hand side, the first anda@®d derivatives of the guessed solution are:

dx(®) 8.13.3

t
at - A (cosct) c

2
d(;(t = — A sin ct 8.13.4

Substituting the second derivative into the leftdhaide of Eq. 8.13.1 gives:

2
md—(;@ =—m éAsin ct (Ihs) 8.13.5

Now consider the right-hand side of Eq. 8.13.1.wdl need do is multiply x(t) by4-
—kX(t) = —kA sin ct (rhs) 8.13.6

Now we check to see if the left and right-hand siden be made equal. Equating Egs. 8.13.5 and
8.13.6 gives:

—m ¢A sin ct = A sin ct (Ihs?rhs)  8.13.7
Cancelling the common factors gives:

mc&=k (hsZrhs)  8.13.8
This last equation fixes the value of the consthat gives a valid solution:
c=(km)* giving X(t) = A sin(@/m)” t) 8.13.9
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The frequency of the oscillation can be determimgdomparing this last equation with the
general form for a sinusoidal oscillation with fuemcyv:

X(t) = A sin(2w t) 8.13.10

Comparison of Egs. 8.13.9 and 8.13.10 gives thddmental vibration frequency of the
harmonic oscillator:

_1 é)%
Vo _ZH(m 8.13.11

The force and the potential energy of the harmoadaillator are related by:

oV

(&) =—F  and integration gives  V =fF dx 8.13.12

In words, the force is the negative of the gradadrihe potential energy. Substituting Hooke’s
law force into this last equation gives the potrgnergy for the harmonic oscillator:

V= ffxdx =X 8.13.13

The total energy of the harmonic oscillator is skien of the kinetic and the potential energy:
e=gx +V =%l + kX 8.13.14

which results in two quadratic terms, or in oth@ras two degrees of freedom. To find the total
energy of the harmonic oscillator we can deterntireeenergy at any point in the oscillation,
since the total energy is constant. Choosing the twhen the oscillator is at its maximum
extension, x(t) = A, gives zero kinetic energy &otdl energy:

£ =VAkA? 8.13.15

The energy of a classical harmonic oscillator @pprtional to the amplitude squared. For a
diatomic molecule the extension is given by xi=I,), giving Eq. 8.8.10, and the mass of the
object on the spring, m, is replaced by the redunass for the molecule:

my mp

TE ey 8.13.16

where m and m are the masses of the two bonded atoms.
Normal Coordinates Show the Progression of theatibn: We wish to show more clearly the

relationship between Egs. 8.11.16-8.11.18 and ¢inenal coordinates, for the curious. First note
that substituting Eqg. 8.11.4 into Eq. 8.11.6 gives:

— 4r2vZ m A sin(2wgt) = — k A sin(2w,t) 8.13.17
Dividing both sides by the sin(@t) gives:
—4vamA=—-kA 8.13.18

In other words, the Eq. 8.11.6 applies equallyhtottime dependence of the vibration and just the
amplitude of the vibration. Therefore Eqs. 8.118111.13 and 8.11.16-8.11.18 allow us to solve
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for the amplitudes of the vibrations, wheteyx z can be read as the amplitudes of the
oscillation in the X, y, and z directions for atar®imilarly, x;, ij, z; are the corresponding mass
weighted amplitudes for mode j. The time depengahtes are then:

Xij(t) = X Sin(2et)  yij(t) = ¥ij Sin(2wet) - Zj(t) =z Sin(2wt) 8.13.19
Dropping the “(t)” for convenience and convertireck into non-mass weighted coordinates:

\/—S|n(2nvot) yii = %—_sin(m\zot) Zi =%sin(2nvot) 8.13.20

Converting from extensions into final coordinatetng Eq. 8.11.7 gives Eq. 8.11.32.

Note that Eqgs 8.11.16-8.11.18 involve four unkns {, X, Y, andz) but only three equations.
To obtain unique solutions, some more informatenacessary. We must add the requirement
that the center of mass can’t move:

MuX1 + MpXo + MeX3 = 0 8.13.21

or equivalently in mass-weighted coordinates:

\Jmy Xaj +4/my Xo +4fM3 X3 = 0 8.13.22

As we solve for each successive normal mode wergded to ensure that the vibrations don’t
interact. Mathematically this requires that themnakmodes are orthogonal. For each pair of
normal modes p and g, with normal coordinatgandx;g, respectively, the orthogonality
condition is:

X1p X1q + Xop Xaq + Xap X3q = 0 8.13.23

Taken together, Eqs 8.11.16-8.11.18 and Eqs. 2Ehd 8.13.23 provide the unique set of
normal modes satisfying the desired characterisget®ut in the introduction to Sec. 8.11.
Solving these equations as an eigenvalue-eigenvegtmtion using Eq 8.11.20 automatically
satisfies the requirement for orthogonality, E4.3823.

Chapter Summary

1. Phase transitions and the formation of solsticem be considered as chemical reactions:
AH =AgH or AH = AgoiH.
2. For a phase transition, formation of a solytmma chemical reaction in a closed system at
constant pressure, the heat transfer is givendygmithalpy change.
3. The reaction enthalpy and internal energy eleed by:

AH =AU + AngRT Amng =2 vi(g) for all gas phase reactants and products

4. The reaction internal energy and enthalpy dementhe reaction conditions:
The state of aggregation, solid, liquid, or gas.
For solids, the crystalline form.
For gases, the pressure.
For species in mixtures, the concentration.
The pressure of liquids and solids need not beifspedor pressures near 1 bar.
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5. The standard states are P° = 1 bar and in@oluhit concentration. If the state of

aggregation is not specified, the most stable siiatiee given temperature and pressure is
assumed.

6. There is no standard temperature.

7. Hess's Law is a consequence of the path inadkp®e of thermodynamic state functions:
If chemical reactions are added, the internal easrand enthalpies add.
If the direction for a reaction is reversed, thgnsof the internal energy and enthalpy reverse.
If a reaction is multiplied by a constant, the int energy and enthalpy are also multiplied
by the same constant, because internal energyrdahdlpy are extensive.

8. There are no experimental methods to estahhisibsolute internal energy or enthalpy of a

substance. Since only the changes in internal graard enthalpy for a chemical reaction are
needed, the reference point is arbitrary.

9. The enthalpy of formation for a substance ésrraction enthalpy for the formation of one
mole of substance from the constituent elementisain standard states. The standard state
enthalpy of formation of any element is definedes.

10. The reaction enthalpy in terms of the molahalpies of formatiod\:H;, is:

Ns
AH = X vi AH
i=1
wherev; are the stoichiometric coefficients and the sumerds over thegtonstituents.

11. The enthalpy change for a reaction in ternth@fabsolute molar enthalpies for each

reactant and product, Hs:

Ns
AH=> viH
i=1
12. The reaction enthalpf;H, is the change in enthalpy for unit extent inaage an amount of
the reaction that the partial pressures of thettaeats remain unchanged.

13. The reaction enthalpéH, is the derivative of the enthalpy with respectite extent of the
reaction.

14. The dependence of the reaction enthalpy opeesture is given by:
0AH : &
1=
15. For temperature independent heat capaciijels; —AHT, =A CpAT In general:
AC
A= Bk + 82 (- T + 52 (12 =) + B2 (1379 + B2 (18- 1)

16. At infinite dilution, for non-electrolytes theare no interactions between the molecules of
the solute, for electrolytes there are no intecastiamong the anions and cations.

17. To calculate the enthalpy of formation of Btance in solution, the enthalpy of solution is
added to the enthalpy of formation of the pure tar=e.

18. For electrolytes, the “ai” standard state egponds to complete dissociation. The “ao”
standard state for weak electrolytes is at uniteatration with no further dissociation; the
weak electrolytes are completely undissociatedydrdiyzed.
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19. The enthalpies of formation of ionic speciesiadependent at infinite dilution; the
individual ionic enthalpies of formation can beutdted. The enthalpy of formation of ké
defined as zera\H°(H",ai) = 0.

20. Insulated calorimeters isolate the reacti@sgkfrom the surroundings using an insulating
barrier. Isoperibol calorimeters use a jacket surding the reaction vessel that is held at
constant temperature. Adiabatic calorimeters usenperature controlled shield that is
maintained at the temperature of the reaction Vesse

21. Thermodynamics is “model free;” thermodynatheories hold independently of how we
interpret the underlying structure and propertieshatter.

22. The enthalpy of formation of a substance é&ljgted using:
H = U(0) +&yanst €rot + Evib + Eelect+ RT with H(0) = U(0) =€pond + Esteric

where U(0) is temperature independent and can pi@x@ipnated from bond enthalpy or bond
increment calculations, givingons and the molecular mechanics based steric en€éhgy.
thermally excited, temperature dependent termsidectontributions from translation,
rotation, vibration, and low-energy electronic eé&distates.

23. TheAH?° for a reaction is given by A/H°(bonds broken) = AH°(bonds formed), where
the bond enthalpie&H°(A-B), are for the gas phase process: AB{gA (g) + B (9).
24. The steric energy of a molecule is the sutheforce field interactions:

Esteric = Estr + Epend T Estr-bend T z’:oop + Etor + Evaw T Eele
The bond stretchin@sy, bendinggpena Stretch-bendsy.nena OUt-0Of-planegqqp, and torsion
interactionsgr, are the bonded interactions. The Van der Waalg;, and electrostatiGgye,
interactions are between non-bonded atoms. Theduabinderactions, excluding torsions, can
be approximated by quadratic, Hookian potentials:
Esteric = 2. Y2 kstrj (5 - To)* + 2. %2 kpendiik Biik - Bo)” + 2. > Y2 ks (Fij = To) (Bik - Bo)

r 0

r o

stretch bend stretch-bend interaction
3 A B cQQ
2 e 4B 4]
+ 2 Y2 Roopijkt (Wiia — )" + 2 3 Y2 korn (1 + COS Q) +2 3 [—HG Y2t
w @ n=1 ij>i T
out-of-plane torsion Van der Waals disfm electrostatic

25. The Van der Waals dispersion potential energyven by:
A B )6 (Te)12 Onc\6  (One )12
v =gt =205 + (5 = an (G + (5]
i I Fj Fij Fij
where A is the strength of the attractive termsBhie strength of the repulsive ter,is the
minimum energy, dis the minimum energy distance, amgt is the hard-core Van der Waals
diameter oy, with one = 27 re.

26. Geometry optimization is the process of adjgstach bond length and angle to minimize
the steric energy of the molecule. The minimumistemergy conformation, the global
minimum, is the most stable conformation.

27. Cubic and quartic terms are added to quadpatientials to adjust for anharmonicity:
Estr = Yo ket (6 — To)° — Y2 kearjj Cs (5 — 1o)° + "o (2 ey C&) (15 — 10)*
whereC; is the cubic stretch constant.
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28. An alternative expression for the dispersidariaction is the Buckingham potential:

Evdw,ij = De {i e_a(rij-rO)/ro o (E)G}
' a—6 o—6 \Tjj
The value ofx controls the steepness of the repulsion, for Mivi312.5.

29. The secondary structure of a protein is datexdhby the dihedral angles in the backbone of
the protein. Typical values in the alpha helix @ire -47° andp = -57° and for beta-pleated
sheetsyp = 135° andp = -140°.

30. Each quadratic term in the total energy ikedah degree of freedom. The Equipartition
theorem predicts that each degree of freedom tanés 2 RT to the molar internal energy
and %2 R to the molar constant volume heat capacity.

31. For a diatomic molecule, which have two raiadil axes, the predicted temperature
dependent contribution to the internal energy is: U(0) =%/, RT +%, RT +%, RT ="/, RT
with vibration and/, RT neglecting vibration, giving a lower bound.

32. The number of normal modesfor a linear molecule is = 3N — 5 and for a non-linear
molecule isn = 3N — 6.

33. The available thermal kinetic energy is RT.48%J mof'= 207.2 crit at 298.2 K.

34. The wavenumber of a transition is givervas1/A and the energy of the transition is:

AE = ha) per molecule orAE = Nahev = (0.011963 kJ mdicm)v  per mole.
35. The probability of occupying energy statedésermined by the Boltzmann distribution:
n e—ﬁi/kT e—Ei/RT _
=N°= q = q with kT per molecule and RT per mole
whereg; is the energy of state i, k = R{Ns Boltzmann’s constant, and T in kelvins.

36. The partition function is the sum of the Boiemn weighting factors over all energy states.
The partition function is the probability normaliza: q=3 /KT

37. Low energy states have a higher occupatiaom hingh energy states. The ratio of the number
of molecules in two states with energy differefdee= g—¢; is:

e_ej/ kT —Ae
= ekT

L
N~ g EikT

38. The Equipatrtition theorem holds for degreeseddom with essentially continuous energy
states. The typically large energy spacing forafilon results in only a partial contribution to
the internal energy and heat capacity of the system

39. The enthalpy of formation for a non-linear ewlle near 298. K is:

AHC = €pond + Esteric+ RT +2,RT +°L,RT +&4,  counting vibrations with < 500 cni.

40. The characteristics of normal modes are:
Each normal mode acts like a simple harmonic @goill
A normal mode is a concerted motion of many atoms.
The center of mass doesn’t move.
All atoms pass through their equilibrium positi@ghe same time.
Normal modes are independent in the harmonic ajpation.
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41. The classical equation of motion for a harrascillator is: — #°v> m x = —x, with the
displacement x = r o = A sin(2wt), wherev, is the fundamental vibration frequency and
A is the amplitude of the vibration

42. The Hessian is the matrix of the second déves of the potential energy with respect to
motion in the x, y, and z directions For atorasd |

oV j ' o

—axiax,- = lijxx 6x ay, /<JX for all combinations of x, y, and z

43. The mass-weighted coordinates &re:n/m; xi, ¥i =+/m; yi, and z=+/m; z, for each atom i
and the mass-weighted force constants for atomd j are in the form

i

44. The equations of motion in terms of mass weigjlcoordinates are:

~ ~11~ <11~ =11~ <12~ 12
—4rl2V2X1=—ﬁXXX1—&XyY1—&XZZl—&xxXZ_&nyZ_ _&xz ZN
~ ~11~ <11~ <11~ =
_qﬁvzyl——&yxxl—&wyl—&yz21—&yXXz—&yy Y2 —.. _&yz ZN
~ ~21~ 21~ =21~ 22~ =22 ~2N ~
—4rl2V2X2——ﬁXXX1—&XyY1—&XZZl—&xxXZ_&xyyZ_ _&xz ZN
I ~N1~ ~=N1~ ~=N1—~ ~=N2~ ~=N2-~ ~NN ~
— AV? 2y = —Rygx X1— Kgy Y1~ Koy Z1— Rox Xoa— Kgy Yo—...—Kzz ZN

These equations are solved for the normal modeiémges as an eigenvalue-eigenvector
equation: —;k}(t = —4Tl2V2)z ) With:X: (;(1, —)71, El, ;(2, —)72, Ez, coy ;(N, ;N, EN)T.

45. For anharmonic vibrations, vibrational speatcude the fundamental transitions and also
overtones, sum, and difference bands

any function can be expressed in the general form
Ns

AX = Z Vi Xi
i=1

O 8 General Patterr8: Thermodynamic Relationships for Reactioii$ie reaction changes for

A relationship for a pure substance can be condedea relationship for a chemical reaction by
insertingA, before each extensive variable
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Problems: Thermochemistry

1. Verify the statement from Sec. 8.2 that théedénce between Eqs. 8.2.3 and 8.2.4 is the
enthalpy of vaporization of water, Eq. 8.1.1.

2.(a). Write the chemical reaction that correspdondse enthalpy of formation of urea,
(NH2).CO. (b). The enzyme urease catalyzes the hydratysisea to ammonia and carbon
dioxide. Using the data in the appendix, calculagereaction enthalpy for the hydrolysis of urea
to give gaseous ammonia and carbon dioxide, atlatdrstate and at 298.15 K.

3. NaCl aerosols are created when bubbles butisé &urface of the ocean. However, NaCl in
marine aerosols has a short lifetime. A naturat@@of sulfur in the atmosphere above the
ocean is the production of,H(g) from bacteria. b5 is oxidized by atmospheric oxygen to give
sulfur trioxide, which then dissolves in water dedp to form highly concentrated sulfuric acid.
The sulfuric acid reacts with NaCl to give HCI gasl agueous NaHS((@). Using the data in
the appendix, calculate the reaction enthalpyHerreaction of NaGk), H,S (g), and
atmospheric @through the following reactions, under standandditions and at 298.15 K.

H,S (g, 1ban)+ 2 G (g, 1bar) » SG; (g, 1bar)+ HyO (g, 1bar)
SGs (g, 1 bar)+ HO () » H2SO4 ()
NaCl(s) + H,SOs () - HClI (g, 1bar)+ N& (ao)+ HSQ (ao)

(b). Combine the three reactions to show the olvpratess. Use the combined reaction to
calculate the overall reaction enthalpy. Compatté tie result in part (a).

4. Components of perfumes must be in the gas ghdsesmelled. Monoterpines are common
ingredients in perfumes and “essential oils,” FggBB.1. Monoterpines are also found in health-
care products and the air in forests. Determineettiralpy of formation for each listed
monoterpine in the gas phase. The literature vdhrethe enthalpy of formation of the solids or
liquids are available from Lange's Handbook, theCCB Data Section Table 8.4.2. The
enthalpies of vaporization or sublimation are irtdD&ection Table 8.1.1.
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H,C CH, H,C CH,
CH,
CH,

CH, CH, CH,
camphene o-pinene [-pinene
CH, CH, HC, H

HscE iCH2 HC— - CH,
OH
limonene, a-terpineol menthol

Figure P8.1: Some monoterpine natural products.

5. Calculate the standard internal energy of fdionaat 298.2 K of liquid methyl acetate,
CsHgO,, from its standard enthalpy of formation, which442.0 kJ mot at 298.2 K.

6. The enthalpy q)f combustion of cyclopropanghlg;iso-209l. kJ mol at 298.2 K and 1.00
bar. Given thatH® for CO= -393.509 kJ mal andAsH” for H,O(l)= -285.830 kJ mdl,
calculate the enthalpy of formation of cyclopropane

7. The enthalpy of combustion at 298.2 K and 110@0pressure for cyclohexane is -3953.0 kJ
mol™. Calculate the standard state enthalpy of formaic298.2 K.

8. The Haber process is central to the produdfdertilizers and many commodity chemicals:

2 Np (g) +%>2 Ha (g) —» NHs (9)

The kinetics for the reaction are unfavorable amrdemperature. Calculate the enthalpy change
for the reaction at 500. K. Use Table 7.2.3 to egpithe heat capacities as a cubic polynomial.

9. Yeasts convert glucose to ethanol. Calculaettange in enthalpy if one mole of glucose is
converted to ethanol at 298.2 K:

CsH1206 (s) - 2 CHCHOH () + 2 CQ (9)

[AHO(glucose) = -1274. kJ mib) AiHe(ethanol) = -277.69 kJ mdl AH°(CO,) = -393.51 kJ
mol™] (For comparison the oxidation all the way to Gd HO provides much more energy
for the organism, but requires.p

10. The molar enthalpy of vaporization of wateP98.2 K isA,,H® = 44.01 kJ mot. Calculate
the molar enthalpy of vaporization of water at bloding point of water, 373.2 K. Thepé of
water liquid is 75.29 J Kmol™* and of water vapor is 33.58 J'fnol™.
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11. Thermophilic bacteria operate at 8@OCalculate the change in enthalpy for the readtio
the Problem 9 at 80°C. G, for glucose is 209. J'Knol™, G, for ethanol is 111.5 JKnol™, and
C, for COyis 37.11 J K mol™.

12. Show that the temperature drift in a calorijmekperiment, before and after the reaction is
complete, for short times and small temperaturedihces with the surroundings, is
approximately linear. [Hint use Newton’s Law of diag.]

13. In Sec. 8.4 we used two different perspectisesnvisioning a partial derivative. The first
was based on making a very small change in theeafe reaction and then normalizing the
change in enthalpy to place the result on a peerasisAH = (OH/0&)p = AH/AE. The second
model was to make a one mole change in the exteheageaction, but in such a large quantity
of reactants and products that the partial press@mained essentially constant, Figure 8.4.3. In
either perspective the constancy of the pressuasswaintained for the partial derivative.
Consider a solution containing moles of A and gimoles of B. The partial molar volume with
respect to changes in the number of moles of Aenkeleping the number of moles of B constant
is given asqV/on,),,.. The resulting partial derivative is at constameentration in the same
way that the reaction enthalpy is at constant presfor each reactant and product. Use both of
the perspectives for envisioning partial derivatitv@ describe the meaning of the partial molar
volume.

14. In Sec. 8.4 we used two different perspectisesnvisioning a partial derivative. The first
was based on making a very small change in thenegfe reaction and then normalizing the
change in enthalpy to place the result on a peerasisAH = (0H/9¢)p = AH/AE. The second
model was to make a one mole change in the extéheageaction, but in such a large quantity
of reactants and products that the partial press@mained essentially constant, Figure 8.4.3. In
either perspective the constancy of the pressuasswaintained for the partial derivative. Use
both of the perspectives for envisioning partiai\dgives to describe the meaning of the
reaction heat capacityCp.

15. Octane is often taken as being representatittee fuel value for gasoline. When 0.7908 g
of benzoic acid was burned in a bomb calorimetertémperature of the calorimeter increased
2.0252°C. When 0.5458 g of octane was burned isdhe calorimeter under the same
conditions, the temperature increase was 2.52728€ume the calorimeter was at an average
temperature of 298.15 K. Calculate the enthalpgoofbustion and the enthalpy of formation of
octane at 298.15 K.

16. This problem explores the difference betwemmdkenthalpies, Table 8.8.1, and bond
increments, Table 8.8.2. Use the bond enthalpidsibie 8.8.1 to estimate the enthalpy of
formation for methane. Calculate the bond increnfienthe C—H bond as ¥4 of the estimated
enthalpy of formation of methane. Compare yourltesuith the bond increments in Table 8.8.2.

17. In Table 8.9.1 note that the constant voluesg bapacity for C@exceeds the prediction
based on translation and rotation alone by a largegin that does £(a). Why? Answer
qualitatively, no calculations are needed. (b). Wibgs rotation contribute onfjs RT to the
heat capacity for CQwhile the contribution for @and HO is*, RT?
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18. The general form for the Coulomb potential is:

q.q

€ =
ele 4TEO£|' I'”

where gand g are the charges on the two atoms in coulomyas, the vacuum permittivityg, is
the relative dielectric constant, ads the distance between the two charges in mdfeys.
8.8.18 is written in terms of the partial chargesvipere g= Q e, with e the fundamental unit of
charge in coulombs. For example, for an electrgrs; Q and for a proton & 1. If the partial
charge on an atom is given as<.210 then the charge in coulombsiis .210 e. Qande,

are unitless. The vacuum permittivity is the digliecconstant of vacuum,

€, = 8.85419x18% J* C*> m™. Verify the units conversion constant in Eq. 888.1

19. Calculate the electrostatic potential eneffgyvo partial charges with @ Q =0.40 at a
distance corresponding to the H atom distance®;ldssuming the relative dielectric constant
for vacuum and also the relative dielectric constanwater. The dihedral angle for®; is near
118 giving the H atom distance as 2.37 A. Does thadriglielectric constant of water increase
or decrease the magnitude of the electrostaticaotien?

20. The Merck Molecular Force Field, MMFF, usesaffered” electrostatic interaction. MMFF
is optimized for work on small molecules and pnesein aqueous solution, for use in medicinal
chemisty. In addition, MMFF and some other foretd$ scale electrostatic interactions for
atoms that are separated by three bonds by a fafc@or5. Interactions for atoms separated by
more than three bonds and atoms in different médscare not scaled. The buffered Coulomb
potential is*

e = cQQ
¢~ 4me, (r; + 0.05 A)

The distance between the two oxygen atoms in hgrpgroxide, K., is near 2.37 A and the
partial charges are 0.40. The H-atoms are threddapart, H-O—O—H. Calculate the
electrostatic potential energy term using Eq. 8&d also the buffered and scaled version.

21. The calculated equilibrium bond length for @41 bond in ethane is # 1.0856 A. The
potential energy for the C—H stretch is 0.1917 k¥ 'hiigher when the bond is compressed to
1.0750 A. Calculate the stretching force constant.

22. The calculated equilibrium bond length for @41 bond in ethane is # 1.0856 A. The
potential energy for the C—H stretch is listed &srection of bond length in the following table.
Calculate the stretching force constant using @i potential. (Don’t bother to calculate
uncertainties.)

ren (A e (kI mol?)
1

15.136

1.05 2.3630
1.075 0.1917
1.0856 0
11 0.3439

1.15 6.414
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23. Use the data in the last problem to deternfiee®-H stretching force constant and the cubic
stretch constant.

24. The geometry optimized bond angle for watdi08.50°. The potential energy for the bend
is 0.305 kJ mot higher when the bond angle is expanded to 107kB@hing the same bond
lengths. Calculate the bending force constant.

25. Build and geometry optimize water using a roal@r orbital calculation at the HF 6-31G*
level (a fairly quick level with only moderate acaay). Determine the equilibrium bond length.
Then constrain the bond angle in several stepsds#tw5° and 110° and geometry optimize at
each new bond angle. (Make sure to measure thediggld each time to verify that you
constrained the bond angle properly.) Plot the ggpnoptimum bond length versus the bond
angle. In our discussion of the stretch-bend ictéva, Eq. 8.8.12, we argued that when a bond
is bent to smaller angles, the two associated lberesrgy bond lengths increase. Does your plot
agree with this observation?

26. Determine the enthalpy of formation for thenoi@rpines listed in Problem 4 using the
MM2, MM3, or MM4 molecular mechanics program. Comgthe results with the literature
values from Problem 4.

27. Estimate the contribution of vibration to #rghalpy of formation for the monoterpines in
Problem 4. Use the approximate torsional incremeessribed in Sec. 8.10.

28. Calculate the patrtition function for a harnwaoscillator with fundamental vibration
frequency 200 crhat 298.2 K, by explicit summation. (Use the lowersérgy state as the
reference energyg, = 0). Then calculate the probability of occupationthe states with
population greater than ~1%. Plot the probabilgyadunction of the energy of the states.

29. A good example of the use of the Boltzmantribigtion is the derivation of the barometric
formula, Eq. 1.3.1% The potential energy of a molecule of mass maglavation h i€ = mgh,
with g the acceleration of gravity. The ratio o thumber of molecules at height h to heighish
then given by Eq. 8.10.8 witke = mg(h— hy). Let the number of molecules at sea levek B,
be n,. Then note that the molar mass is giver®by Na m, and the pressure of the gasis P =
NRT/V for a given fixed volume of gas. In other w@sythe pressure is proportional to the
number of molecules. Derive the barometric fornftdan the Boltzmann distribution assuming
a constant temperature.

30. The energy between the ground electronic stadethe first excited state in typical
molecules is on the order of 30,000. tri¥ind the ratio of the number of molecules infifst
excited state and the ground state at 298.2 K. thedemperature that gives a ratio of 0.001.
(Assume the ground and excited states are non-deager)

31. Calculate the energy difference in J, kJ'mahd crit for transitions with the wavelength of
maximum absorbance at 500.00 nm and 50,000. nmtrahsition at 500 nm corresponds to the
blue-green portion of the visible spectrum. Thasron at 50,000 nm or equivalently af is

in the infrared. Calculate the ratio of the numiemolecules in two states separated by these
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energy differences at 298.2 K. Do this calculatmtin Ae/KT or Ae/RT with the energy in J,
kJ mol*, and cn (three separate calculations, to get used torfs)u

32. Use the Equipartition theorem to predict thatltapacity of BO and HCN. Constant
pressure heat capacities are more commonly taldulladée constant volume heat capacities. For
an ideal gas £= C, + nR. Compare your predictions to literature valfe G,.

33. Molecular shape plays an important role iredeining the properties of a substance. Of
sulfur dioxide and carbon dioxide, which molecuéeredicted to have the greater heat capacity?
Constant pressure heat capacities are more comrtadnliated than constant volume heat
capacities. For an ideal gag €C, + nR. Compare your predictions to literature valte G,.

34. The amino acid valine has three possible camdtions for the side chain —CH(@kIgroup.
Calculate the probabilities of the side chain bemgach of these three conformations at 298 K.
Use molecular mechanics with the MMFF force figldhe gas phase for the zwitter-ionic form
to determine the low energy side chain conformatiemd the corresponding energies.

35. Nitrous oxide, BD, can act as a ligand in transition metal com@eXée infrared

stretching frequencies for.® are used to judge the strength of coordinatichéanetaf

Nitrous oxide is also an important component ofatreospheré The isotopic composition of
nitrous oxide is a useful marker in atmospherictptioemistry* Nitrous oxide can be thought of
as a resonance hybrid among=N"=0 « N=N"—O« N-N=0". N,O is isoelectronic with
carbon dioxide. As suchA9 is linear and has a symmetnig £ 1285 cnit) and an asymmetric
(V5= 2223.5 crif) stretching mode and two degenerate bending m@edes588 cnt'). Using
valence force field techniques, the force constiortthe NN and NO bonds in nitrous oxide
have been estimated to be 1790 Namd 1140 N i, respectively. (a). Use these bond force
constant estimates and MatLab, Mathematica, ofdigen” Web applet from the companion
CD or the text Web site to calculate the frequentoe the symmetric and asymmetric stretches
for nitrous oxide. Your calculation will be verynsiar to the CQ example in Sec. 8.11. For
example, restrict the motions to just the x-axig.(aeglect the bending vibrations) and estimate
the force constants in a similar way. You should ep, again, with a 3x3 mass weighted force
constant matrix. [Hintg&Z won’t be equal to &# in this case because there is a nitrogen on one
side and an oxygen on the other side of the ceatoah, atom 2] (b). Which of the three
resonance structures is most representative @gfubebonding in DO, based on the NN and NO
force constants?

36. Acetylene is a linear hydrocarbon with a carbarbon triple bond, H-€C-H, with

stretching modes at 1973.8 ¢n8287.0 cnit, and 3373.7 cih Using valence force field
techniques, the force constants for the C-H aa@ 6onds in acetylene have been estimated to
be 592. N rit and 1580. N i, respectively. Use these bond force constant agtsrand

MatLab, Mathematica, or the “eigen” Web appletnirthe text Web site, to calculate the
frequencies for the three linear stretch normal @sddr acetylene. Your calculation will be
similar to the C@Qexample in Sec. 8.11. For example, restrict theéans to just the x-axis (e.qg.
neglect the bending vibrations) and estimate theefaonstants in a similar way. You should end
up with a 4x4 mass weighted force constant mdtrint: &% won’t be equal to & in this case



367

because there is a hydrogen on one side and ancanbibie other side of atom 2]. Sketch the
normal modes.

37. Infrared spectroscopy is a useful tool forctional group determination in organic
molecules. The correlation chart from your Orga@inemistry text lists typical values for
infrared frequencies for different functional greDo a normal mode analysis for acetone and
dimethylether using molecular mechanics or moleanbital methods and compare the C-H,
C=0, and C-0 stretching frequencies to the typiales. These absorptions are typically easy
to find because they are intense or in unclutteegtbns of the spectrum.

Characteristic Infrared Absorption Frequendies.

bond Compound type Frequency range tm
C-H Alkanes 2850-2960

C-H Alkenes 3020-3080xn)

C-H Aromatic 3000-3100d)

c=C Alkenes 1640-1680¢)

c=C Aromatic 1500, 1600

Cc-O Alcohols, ethers,carboxylic acids, esters 10800

C=0 Aldehydes, ketones, carboxylic acids, esters  904Kk760

C=N Nitriles 2210-2260¢)

-NO, Nitro 1515-1560, 1345-1385

All absorptions are strong except:moderatey variable

38. The infrared spectrum for 2-nitropropane isvgmbelow. Do a normal mode analysis using
B3LYP/6-31G* molecular orbital calculations to agsthe —NQ asymmetric and symmetric
stretches. You will need to use a visualizationimment that displays the normal mode
displacements or animates the vibrations.

Abgorbance e

(.9004
1362 cm-1
O .8004
0.7004
- 1471 cro-1
0.6004
0.5004
O 4004
0.3004
O.2004

0.1004

16( 'n‘f'» 00 15(;;1!n 00 1521!) 00 14‘\:'1") 00 1441" ).00 141’)1!) 00 1 3(;;1") 00 1321"} 00
1/CM
P 8.2: The infrared spectrum of 2-nitropropanesenéed in absorbance mode.
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39. The energy density of fuels differs greatlytifes optimizing the energy density per unit
weight is most important. For practical purposesltdw energy density per unit volume for
gases or biomass are an issue. Calculate the pythiatombustion on a kJ Rgand a kJ L[t
basis for the following fuels, and plot the entlyati combustion in kJ £ versus kJ Kg. Note
that 1 Btu Ib* = 2.326 kJ kg. For the gases, assume ideal gas behavior assupesof 10 bar at
298 K. The octanes are commonly used to represaalige and methane is the major
component in natural gas.

Enthalpy of formation or combustion for common &f&°

Fuels AH® DcomeH JAy—C | density
kJmol*  kJg' Btulb® gmL?

graphite 0 2.25
methanol (1) -238.66 0.7914
ethanol (1) -277.69 0.7893
octane -249.9 0.7025
isooctane -255.1 0.6918
glucose -1274 1.526
wood -4480 0.55
biodeisel -41.2 0.87
coal (lignite) -8000 0.75
coal (anthracite) -14000 0.88
H2 (9) 0

CH, (9) -74.81
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