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Chapter 5: Photochemistry and Surface Chemistry

Calculate the steady-state concentration of ozoied stratosphere.

The theory of chemical kinetics provides the teghes necessary to model chemical reactions
under a wide variety of circumstances. Chemicattas is a powerful tool to explore the
interrelationships among diverse processes. Fanpbe processes in atmospheric and aquatic
environments couple photochemical and surfaceimgecto homogeneous processes in the gas
and aqueous phase. In the next two chapters wg appbasic theoretical understanding to
applications in photochemistry, surface chemisang systems that couple chemical reactions
with concentration gradients. An understandingheke areas is required to make progress in
unraveling important issues in biogeoenvironmech&mistry, biochemistry, medicine, and
energy technology. The primary example in our dis@an of photochemistry will be the
photochemical mechanism that determines the ozalaade in the stratosphere. Our examples
for surface chemistry will include biochemical irgetion analysis and surface catalysis.

5.1 Photochemistry

Sunlight is the source of energy for most all cheahprocesses. A few counter examples include
sulfur-reducing bacteria near deep-sea thermakwanthermochemical processes driven by
nuclear reactors and geothermal energy. Sunligheislirect source of energy for
photosynthesis. We are currently highly dependarlmtosynthetic processes that occurred
roughly 30-350 million years ago through the usea#l, oil, and natural gas. The development
of new biofuels and solar based biomass convesiotesses is an attempt to make more direct
and efficient use of the light from the sun forgwotion of transportation fuels, home heating,
and industrial feed stocks. Photochemical processealso important in laboratory synthesis,
biogeochemical cycles, and industrial productioowttio we express the rates of photochemical
processes?

The two general laws for photochemistry are light must be absorbed by a molecule to
initiate a photochemical process, and each absgrbetbn results in one primary photochemical
process. This second law is called 8tark-Einstein Law of photochemical equivalence
Primary photochemical processes are the direct resufteodbsorption of lightSecondary
photochemicaprocesses do not necessarily require the absorptibght. Primary
photochemical processes include direct bond diatoni, ionization, and the formation of
reactive molecular excited states. An example i&atlibond dissociation from the, Ht Br;
reaction is the free radical chain initiation freine photolysis of Brin Eq. 4.3.3. After the
photochemical initiation, the subsequent reactiortbe free radical chain mechanism are
secondary processes. An example of the formati@refctive molecular excited state is the
absorption of UV light by benzophenone. In isopragaolution, the excited state of
benzophenone then rapidly reacts with isopropanpteduce benzophenone ketykkz).CO'H
and the isopropanol free radical, which are seagngplaotochemical products (see Problem 3.8):

(CeHs).CO* + (CH)CHOH - (CgHs);COH + (CH;).C'OH 5.1.1

primary secondary

The “*” indicates an electronic excited state. Keg result from the Stark-Einstein law is that
one and only one photon is required to producetimeary photochemical intermediate. For
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example, the energy required to break the bond-ifisBL90.2 kJ mat. One absorbed photon
must supply at least this amount of energy, whiomfE = hck corresponds to a maximum
wavelength of (see Section 2.4):

__hc  6.626x10™"J s (2.998x1bm s%
T E/Na ~ (190.2x10 J mol*/6.022x16° mol™)

with N4 as Avogadro’s number. Light redder than this valilenot break the Br-Br bond, even
with an increase in intensity. The Stark-Einsteawlholds for conventional light sources,
including the sun. However, intense lasers canymeanulti-photon processes that violate the
Stark-Einstein one-photon-one-excited state ruter@ is intense interest in studies of multi-
photon excitation; however for this chapter we wadhsider only processes that follow the Stark-
Einstein Law.

Photochemical processes require the absorptibght. Consider a reaction vessel with path
lengtht with a light source of incident flux, &nd transmitted flux J, Figure 2.4.1. The flux
absorbed by the solution ig<J J —J, which from Egs. 2.4.3 and 2.5.6 is given by:

Jo= J(1 — e230%0A @nfsl) 513

A =628.9 nm 5.1.2

where [A] is the concentration of the molecule thiasorbs the light anglis the molar

absorption coefficient of the solution. The absdrbex is the rate of production of primary
photoproducts. After the light is absorbed, marmycpsses can occur. The excited molecule may
lose energy by fluorescence, phosphorescence, cakraactions such as Eq. 5.1.1, and non-
radiative processes. The yield of fluorescencesphorescence, or any photochemical product
may be determined byguantum yield. For example, if the fluorescence light flux foet
irradiated sample is dnd the flux of absorbed light ig Shen the fluorescence quantum yield is:

P = 3 5.1.4

The quantum yield is a strong function of wavelératd can be defined for a narrow range of
wavelengths or for a broad range of wavelengths.

The yield of any photochemical product can &le@xpressed as a quantum yield. We need to
be careful with units, however. The quantum yisldiitless. The units of flux are J4, or
equivalently W rif. Chemical concentrations are in units of molesypétrvolume. For example,
the molar flux of incident photons, with energy B in units of mol rif st is:

|_¢
Y =N

The energy of one mole of photons is called antBinsso the units of,;Jcan also be listed as
einsteins rif s*. If the incident beam has a cross sectional ategne moles of incident photons
per second is,J for the irradiated volume V. The moles of photpes unit volume of the
solution, in mol [* stis

_ .ﬂ)_ Jo (ﬂ) 11
JO—JO(V = Na oV (molL"s”) 5.1.6
with 2 in m? and V in L, with the flux in J fs*. Unfortunately, the symbols for the flux, Jo,

d, and }, are all used interchangeably in the literature,dnly difference being the units. You
need to determine the units from the context. Tis®ebed flux in mol ! st is, from Eq. 5.1.3:

(mol n¥s!) 5.1.5
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- J ﬁl) - 1.
— __ &2.303edA] — 0 Z _ &2.303edA] 11
Ja=Jh(1—€ ) Na oV 1-¢€ ) (molL"s”) 5.1.7
The rate law for the production of primary photaguot, [A] is then_equal to the absorbed flux
d[A
Jﬁl =Ja =Jo(1—e 2305 (mol L*sh) 5.1.8

with the rate in mol ! s*. This last equation has two useful specific limitshe reaction vessel
is very thick or if the molar absorbance is vemgé&athen the exponential term approaches zero,

e230%IA _, 0, and all incident light is absorbed giving:
daAf _ . __ _ ﬂ)
G =% =T Y €[A]>>1) 5.1.9

which is zeroth order in A. This limit is usefubrfexample, for concentrated solutions or also
for processes within the euphotic zone in a lakeene by definition all the light is absorbed (at
least to 99%). The other limit is a solution or fzat has a small absorbance, so the exponential
factor can be expanded in a Taylor serigs> %A = 1 — 2.30%(A], and then the absorbed flux
using Eq. 5.1.7 simplifies to:

B _ 2303 Je (ﬂ)
Ja=2.303J, efA] = “Natv WV [A] (efA]<<1) 5.1.10
The rate of primary photoproduction, Eq. 5.1.8,difies to a first-order rate law:
A*
% =J, = 2.303J, efA] (efAl<<1l) 5.1.11

The absorbance can be small because the concentoftabsorbing species is small, the molar
absorption coefficient is small, or the path lenigtehort. Because of the relationship to path
length, a gas or solution with small absorbancewtwatever reason, is often calleptically
thin. A system withreA]>>1 is calledoptically thick.

Now consider a photochemical reaction. Let thecentration of the photoproduct of interest
be [B]. The total moles of photons per liter peca®l that are absorbeddis Then the quantum
yield for the production of B is given by:

d[B]/dt : d[B
O =J—J]— or rearranging JdTl =®g Ja 5.1.12
a
The rate law for the formation of B is then givgndubstituting Eq. 5.1.7 into Eq. 5.1.12:
d[B
JdTl =Pg Jy = By Jo (1 — 2303 5.1.13

This last equation can also be simplified for ogiticthick and optically thin systems. If the
system is optically thickefA]>>1, all incident light is absorbed:

B
A8l g .= 5 3, (optically thickefA]>>1)  5.1.14

giving zeroth-order kinetics. For optically thinssgms, using Eq 5.1.10 and Eq. 5.1.12:
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d[B . .
JdTl =g J; = 2.303),P5 € [A] (optically thin, efA]<<1) 5.1.15
giving first-order kinetics. Eqs. 5.1.11 and 5.1atB often useful approximations for gas phase
atmospheric chemistry and for aquatic environmeagtalications at a narrow range of depths (a
thin layer).

Eq. 5.1.11 and Eqg. 5.1.15 are in the same farconstant multiplied by the concentration of A.
We can write simply for the primary photoproduct:

e AN (optically thin,efAl<<1)  5.1.16

and for the product of a photochemical reaction:
d[B . : .
JdTl =®g Jy = g [A] (optically thin,efA]<<1) 5.1.17

where j+ is the rate constant for production of the exc#tade, andgjis the rate constant for the
photolytic production of B. The effective photolytiate constants,+ and g, are defined by Eqgs.
5.1.16 and 5.1.17, in comparison with Egs. 5.1rid ®1.15, and are measured constants at a
given incident light intensity:

jar =2.303J, & (optically thingfA]<<1) 5.1.18
jg = @p jar= 2.303J,Dp &1 (optically thingA]<<1) 5.1.19

Often a “k” is used instead of a “j” for the photot rate constant, which highlights the
similarity between chemical and photolytic proces3#e importance of Egs. 5.1.16 and 5.1.17
is the similarity to first-order purely chemicalogesses, which means that we can use all the
kinetics tools that we have already developed.fireestep in the K+ Br, chain reaction is one
example; Egs. 4.3.3 and 4.3.16 hold for thermal@matolytic processes with j's or k’s. For
another more general example, the steady-stat®@pmation can be very useful for analyzing
photolytic processes.

With the Light On: For Rapid Deactivation, a Phdtemical Process Reaches a Steady-State
What factors determine the value of the photochahgjuantum yield? During photolysis, EQ.
5.1.16 gives the rate of production of the primaingtoproduct as an excited molecular state.
Once the primary excited state is formed many @eee compete for the excited state, Figure
5.1.1. Let the rate constant for fluorescencespthk rate constant for intersystem crossing to
form the phosphorescent state g kand the rate constant for non-radiative colliaion
processes be,k Chemical reactions also decrease the concentratithe excited state. Assume
that the rate law for the chemical reaction from éxcited state is first-order, A% B, or

pseudo first-order:

ﬂd%l = ks [AY] 5.1.20

with kg the rate constant for the formation of a secongaontoproduct B, where the R
symbolizes a chemical reaction from the excitetesfhen the rate law for A* is given by:

ﬂg]_ = jar [A] = k¢ [A*] — Kisc [A*] = knr [A*] — kR [AY] 5.1.21
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Figure 5.1.1: Many processes compete for the eksi@e. The symbdA* indicates the
phosphorescent state of the molecule, which canhlghi as phosphorescence or lose
energy by non-radiative collisional processes.

If the rate of the deactivation processes is fastgared to the rate of formation of the excited
state, we can treat the excited state as a reaote@nediate using the steady-state
approximation. Setting Eq. 5.1.21 equal to zero tliiges the steady-state concentration of the
excited state as:

ja[A]
ki + kisc + Knr + kr

The rate of formation of the secondary photoproduis then obtained by substituting Eq.
5.1.22 into Eq. 5.1.20:

dB] _ ¥ — Kr jar [A]
dt ~ ke [AT] = K + kisc + kar + kr

The quantum yield for the chemical reaction using.55.1.12, 5.1.16 fak, and 5.1.23 is:

_d[B)/dt ke
- Ja _kf+k|SC+knr+kR

In other words, the first-order photochemical pretchn of B is in competition with all processes
that deactivate the primary photoproduct. This quranyield can then be used in Egs. 5.1.17 and
5.1.19 to determine the rate law for the photolgticduction of the substance. If the
photoproduct is produced in one elementary stap fte excited state, the quantum yield is
necessarily less than 100%yg < 1. On the other hand, the H Br, reaction, Egs. 4.3.3-4.3.7, is
an example of a chain reaction where the initiadpction of the reactive intermediate is
amplified by the chain process. For chain and oflséocatalytic reactions the photochemical
guantum yield can be much larger than one. Thegohemical quantum yields for natural
systems vary greatly. For example, the practicaiting quantum efficiency for photosynthesis
is about 2096:

We can also use Eg. 5.1.22 to determine thedia@nce quantum yield. The fluorescence
light flux is given by just the second term in Bgl.21,J = k: [A*]. Using Egs. 5.1.4, 5.1.16 for
Ja and 5.1.22 then gives the fluorescence quantefd gs:

_ _ Ks
P = e =) o + ke + ke

[A*] = (steady state) 5.1.22

(steady state) 5.1.23

®g (steady state) 5.1.24

(steady state) 5.1.25
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which is in direct analogy with Eq. 5.1.24. Fluaresce and any chemical reactions compete for
the molecular excited state; chemical reactionsedese the intensity of fluorescence. A
chemical process that decreases the fluorescemeeuwgm yield gives rise tihuorescence
guenching

Consider the reaction from the excited state:

ke
A*+Q - B 5.1.26

where Q is called thguencherand k is the rate constant for the quenching procesen€hing
may be treated as pseudo-first-order, since theerdration of the excited state is small and by
comparison the quencher is in large excess. Tiatioeas pseudo-first-order withkk= kq[Q]

and the fluorescence quantum yield from Eq. 5.is2Ben:

k ,
O =J/Ja = ke + Koo + Lm ¥ k0] (pseudo-first-order, steady state) 5.1.27

This quenching mechanism is called 8tern-Volmer mechanism. Non-radiative processes can
also have a concentration dependent term, whibhnslled identically to quenching by chemical
reactions. Concentration dependent non-radiatidecaemical reaction quenching are
indistinguishable from fluorescence measuremenitseallf @, is the quantum yield without
guencher present, [Q] = 0, then the relative quantield is defined by the ratio:

_ kit kisc + kar + ko[Q] _ ko[Q]
IO = T etk ks Tk 5.1.28

The relative quantum yield can be replaced by é¢fetive fluorescence flux or relative intensity,
giving ®/®P; = JJ/J; = I/I. A plot of I/l versus [Q] gives a straight line with slope
ko (ki+kisctknr). The quenching rate constant can be calculati ibther rate constants can be
separately determined, which we discuss next.

The previous results assumed that the photolyasson-going; the light was on. What happens
after the light source is turned off?

With the Light OffFirst-Order Competitive Processes Deactivate theiteéd StateThe rate law
after the light is turned off is simply Eq. 5.1.&ithout the excited state production term:

d[A*]
at = — K I[ATT = kisc [A*] = ke [A*] — kg [A] 5.1.29
The deactivation process is a first-order paraltetompetitive mechanism. Then by Eq. 4.1.6:
[A*] = [A%] o (Kt kgt knr tKr) T 5.1.30

where [A*], is the steady-state concentration of the excitat# svhen the excitation source is
turned off. The lifetime of the excited state chert be found using Eq. 4.1.15:

1 1 1 1

—+

—+—+— 51.31
Tt Tsc Tar TR

1
;zkf+k|SC+knr+kR:

wheret; = 1/k is theintrinsic fluorescence lifetimein the absence of any competing processes.
Similarly, 1isc = 1/ksc is the lifetime for intersystem crossing to th@gphorescent state, with
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analogous definitions for the remaining terms. Hman the lifetime of the excited statebe
measured?

The observed lifetime, in Eq. 5.1.31 is determined using pulsed flucgase measurements.
The fluorescence intensity is given by just thstfierm in Eq. 5.1.29; = k; [A*]. The light flux
or intensity of fluorescence is then given using &£4.30 as:

= ki [A*] = k1 [A¥] o (Kt Kigct Kt k) U= | [A¥] o €1 5.1.32

The observed fluorescence lifetimiejs the excited state lifetime and is determinethe
exponential time constant for the intensity of fiemcence following a short pulse of light. Note
that the corresponding equation from Chapter 33E3)11, gives # as the sum of the rate
constants for all the competing processessk; + kisc + knr + Kr.

In a Stern-Volmer quenching study, based on5Elj28, the quenching rate constagit&n be
determined if k+ kisc + kqr is known. The sum of these rate constants caretegrdined by a
lifetime determination in the absence of the quencthat is when k= ky[Q] = 0. Using Eq.
5.1.32, in the absence of quencher the lifetinggvien using k = ky[Q] = O:

=k + ksc ko (1Q1=0) 5.1.33

Example 5.1.1:

Argon ion lasers produce intense blue light at A88that is commonly used for photochemical
experiments (and for tattoo removaljhe output from a 0.120 W laser is expanded to a

1.00 cnf cross-sectional area beam to irradiate a 5.00atmIpngth reaction cell. The yellow
dye, sodium fluorescein, photobleaches to produzm@aless product. The reaction cell is filled
with 10.00 mL of a 1.33xI®M solution. The molar extinction coefficient is WM™ cm™*.>
Calculaotse the initial rate of production of theadss product, assuming a quantum yield of
2.20x10°.

Answer The plan is to calculate the light flux in" 32, the energy per mole of photons at 488
nm, and then use Eq. 5.1.19 to find the photoch&mate constant assuming an optically thin
solution. The incident flux is given by the lasemgr divided by the beam area:

Jo = P/2=0.120 W/1.00 c/(100 cm/1 m)= 1.20x16 W m? = 1.20x16 J s' m*

The energy of 488 nm light is given by E w4 hcA:

_6. 626x10** J s (2.998x10m sh)
488x10° m

= 4.071x10™ J per photon

or alternatively per mole of photons: E % N = 2.45x10° J mol* = 2451 kJ mol™.
Then g is given by Egs. 5.1.6 and 5.1.19, assuming aicaift thin solution:

. (2.303 J &1 Pg (ﬁ) o ) ,
JB—(—NA hy jv with¢in cm, 42in n?, and V in L.

(2 .303 (1.20x18J s' m?)(9170. M* cm™)(5.00 cm)(2. 20x16))(1 cnf (1m/100 cmﬁ
2.451x10 J mol* 0.0100 L
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=1.13x10"*s*
and finally the initial rate of photobleaching isrin Eq. 5.1.17:

ﬂd%l = jg [A] = 1.137x10" s* (1.33x10°M) = 1.51x10"° M s*

Example 5.1.2:

Show that the photochemical quantum yield can laésexpressed &8s = ns/Nhotons Where g

is the number of moles of photoproduct agghbhsis the number of moles of photons absorbed
in a given time periodit.

Answer Assume the solution volume is V and the timernwal for the measurementAs. The
moles of product formed is given by:

d[B
Ng= JdTlVAt 5.1.34

The moles of absorbed photons in tifxtas given by:
Mohotons= JaVAL 5.1.35

since the units al, are mol [* s*. Multiplying Eq. 5.1.12 by YAt in the numerator and
denominator and using Egs. 5.1.33 and 5.1.34 gives:

d[B
a8l
®p = J. VAL = Me/Nphotons 5.1.36

The quantum yield can be calculated using any ptppleat is proportional to these quantities,
as long as the units match in the numerator andrderator.

5.2 Stratospheric Ozone Depletion - Simulating Compx Mechanisms Requires Special
Numerical Techniques

Understanding biogeochemical cycles, the fate sirenmental pollutants, photosynthesis,
metabolism, and other complex chemical phenomenarnes the integration of the rate laws for
complex multi-step mechanisms. As we mentionedein 8.1, the finite difference
approximation is used for this purpose. Howevegmagtical problem arises if the rate constants
for the different mechanistic steps span multiptbeos of magnitude. In principle, one simply
needs to choose the time increm&nsuch thaiAt << 1/k for the largest rate constant. However,
in practice, such a small time increment requioesmuch computer time to be practical when
the simulation is extended to the total times #ratnecessary for understanding all the coupled
chemical phenomena of such complicated systemfitsfthis issue may seem trivial; however,
billions of dollars in public and private investmgmften depend on the results of these chemical
models. Models on the production and fate of emvirental pollutants, especially ozone, are
necessary to inform public policy decisions ondégion for amelioration strategies. The global
warming debate is informed by global environmentabels for CQ production, dispersion, and
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consumption by photosynthetic processes in fostisthe oceans. Drug design strategies are
informed by models of complex enzyme-mediated pattsan the progression of human
diseases. Chemical kinetics is one of those s@ieatieas that has a direct and immediate impact
on the proper functioning of our society. Luckihgwever, the underlying theory of differential
equations is well developed, since differentialaouns are so broadly used in many different
fields, including engineering, economics, finanaradrkets, and all the sciences.

Differential equation models that involve tineakes over multiple orders of magnitude are
calledstiff models. One of the ways that stiff models are solvea igdry the time increment,
At, during the course of the simulation, using sihmstements when concentrations are changing
rapidly and long increments when concentrationshesging slowly. Efficient algorithms have
also been developed that use matrix methods toatety solve large systems of simultaneous
differential equations. Applications likdatLabandMathCadand environmental modeling
programs have routines specifically designed fes¢éhpurposes. All we need to do is to express
our mechanisms in a specific matrix format to talleantage of these advanced techniques.

Stratospheric Ozone Depletion:The Chapman ozone mechanism is an excellemmraor

the discussion of numerical integration. The Chapmachanism is a cyclic free radical chain
mechanism that is active in the stratosplidfeve focus only on oxygen-containing species, the
mechanism for the production and destruction ohezs:

J1

Q+hv - 2.0 Step 1: 4j= 5.7x10" s*
O+ O+ M k_2> O +M Step 2: k= 9.1x10** cm® moleculé’s™
Q +h Ji 0. + 0, Step 3: 4= 1.9x10° s*
.0 +O; k_4. 20 Step 4: k= 2.2x10" cn? moleculé* s* 5.2.1

The direct photolysis of £in step 1 produces a ground state O atom, heretddmsO- to

show its triplet character, and an excited statgdin. However, the excited state rapidly
converts through collisions to the ground statbe(€xcited state O atom is also consumed in
other atmospheric processes.) The M in the sedepdsany third body, which includes all
atmospheric constituents. For gas phase asso@atiooh as step 2, the third body is necessary
to carry away excess energy after the collisiohe@tise, because of conservation of energy,
the single product is too energetic, and immedyaledsociates back to reactants. The
concentration units are number densities in mokecah®®, since molar concentrations would be
so small. The rate constants are appropriate faitdnde in the stratosphere of 40 Km.

Example 5.2.1:

Ozone and O atomsd:) are rapidly interconverted by steps 2 and 3 ve @i net pool of

reactive species and so are often lumped togefherconcentration afdd oxygenspecies in

the atmosphere is then given by {{® [O]), where [O] is the concentration of groustate. O..
Use the steady-state approximation to find thedstassate concentration of odd oxygen species
from the Chapman mechanism at 40 km. Typical canagons are [M] = 8.1x1% molecules
cm® and [Q] = 1.7x13° molecules cr.
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Answer Assuming steps 1 and 3 are optically thin, tite faws are given as:

% =2} [O2] — ke [O][O2][M] + j 3 [Og] — ka4 [O][O4] 5.2.2
d(iz = -1 [02] = k2 [O][O2][M] + [ 3 [O3] + 2 ks [O][O4] 5273
ﬂo%l = ke [O][O2][M] — j5 [Os] — ka [O][O4] 5.2.4
The rate of formation of odd oxygen species isiokthby adding Eqgs. 5.2.2 and 5.2.4 to give:
WOLICD - 25 104 -2k 01104 525
production destruction

Steps 2 and 3 are chain propagation steps thattepara cycle. Since 2 and 3 are the reverse of
each other from the perspective of &d.O- atoms, at steady state steps 2 and 3 don’t change
the net amount of £or.O- atoms. The net rate into this reversible pairesents the rate of
production of ozone and the net rate out of thengisle pair represents the rate of destruction of
ozone. The rate of production of ozone is thenmiwestep 1v, = 2 1 [O;], and the rate of
destruction of ozone is given by stepdss=2 ks [O][O3]. We can consider th®. atoms as the
reactive intermediate. Applying the steady-stajgaxmation to theO. atoms from Eq. 5.2.2:

2 j1 [O2] — k2 [O][O2][M] + j 3 [O3] — ks [O][O3] =0 (steady state) 5.2.6

| 21 [0] + j3[04]
gives (O] =[G, + ks (O3

and substituting into Eq. 5.2.5 for [O] gives:

d([O3]+[O . 2 j1[O7] +j3[Og]
3dt = 2} [0 -2k [Of] K [52][|\2/|]+i4[83]

(steady state) 5.2.7

(steady state) 5.2.8

As in Eqg. 5.2.5, the first term represents the potidn of ozone and the second term the
destruction. Now, also assuming steady state fon@as well as O atoms, we set Eq. 5.2.8
equal to zero and then:

2)1[04=2k [0 - [%Z[]C[ﬁ] e i[%]

(steady state) 5.2.9

Cross multiplying and rearranging gives:
2 jska[O3)? + 2 jika [O2] [O3] = 2 jiks [02)1[M] = O (steady state) 5.2.10

Solving the quadratic equation gives:

[03] = (=2 jika [O2] (2 jiKa [O2])* + 16 jiKojska[O2)[M] )/ (4 jska)
(steady state) 5.2.11

Only the positive root gives a positive ozone com@ion with [Q] = 1.7x13* molecule cri.
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To simulate the time dependence of the Chapnwdemwe need to recast the differential
eqguations into a vector form. The concentrationallodpecies are arranged as a vector:

[X4] [O]
[X]=|[X2] | ={[0O] 5.2.12
[X3]) \[Og]

The differential equations for each species, whighfunctions of t and Yare also arranged as a
vector. Egs. 5.2.2-5.2.4 are rewritten as:

2 j1 [Xa] = ka2 [M][X 1][X 2] + ja[X 3] — ka[X4][X 3]
D(t, (XI) =| — hlXa] = k2 [M][X 1][X 2] + ja[X3] + 2 ke[ X1][X 3]

5.2.13
Ko[M][X 1][X 2] = ja[X3] — Ka[X41][X 3]
The initial conditions, in units of molecules ¢pare chosen as:
[Olo 0
[X]o = ([OZ]ZJ = {1.7x1016} 5.2.14
[O] 0

TheMatLabfiles for this problem are listed in Addendum 5[Te results are shown in
Figure 5.2.1.

The simulation results give the same steady stabne concentration as Example 5.2.1. The
Chapman mechanism is a good example of photochkeemngaonmental applications. However,
reaction mechanisms can also involve interactionsusfaces. In particular, heterogeneous
catalysis on surfaces can play an important roenwironmental and industrial processes.
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Figure 5.2.1: Ozone concentration for the Chapmaaohanism at an altitude of 40 km. The
initial O, concentration was set at 1.7%3folecules cr.
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5.3 Chemical Species Can Adsorb on Surfaces

The adsorption of molecules from the gas phaselatisn onto surfaces plays an important role
in understanding the partitioning of substancdseterogeneous environments. Applications
include understanding the fate and transport ofrenmental contaminants and heterogeneous
catalysis. Adsorption on a surface can be descabmty a continuum between two extremes.
Physical adsorptionis the rapid and reversible interaction of a sast with a surface through
non-covalent forces, such as hydrogen-bonding laigorces, and dispersion forces. The
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strength of physical adsorption interactions isdgfy less than 20 kJ midl Chemical
adsorption involves the formation of covalent bonds to suefatboms or strong ionic
interactions. The interaction energy is on the oadéhe strength of typical covalent bonds,
which is often greater than 200 kJ oChemical adsorption and desorption are usuallghmu
slower than physical adsorption. #drption is distinct from adsorption; drption occurs when
molecules fill voids in a porous surface.&dption involves a direct interaction with thefage
atoms, while aforption does not. Surface adsorption is readiscdleed using kinetic
arguments with the introduction of the conceptwface concentration and noticing that
adsorption sites on the surface are often the tilngireagent.”

Applications of surface adsorption are oftegincumstances where the adsorbate is very dilute
or in consideration of surface catalysis where ehé/layer of adsorbate directly adjacent to the
surface is catalytically active. Therefore, weniesbur treatment to the description of the
formation of anonolayer of adsorbate on a solid surface. The resultinggop is often
applicable for gas phase and solution species; henvéor ease of argument we first consider
gas phase interactions. Teierface concentrationof species A on the surface is defined ag[A]
= nao/0, Where ng is the number of moles of A bound to the surfawdais the surface area.
Surfaces have a maximum capacity for adsorptiofinB¢he surface concentration of the free
binding sites as [B]= ngs/0, where B¢ is the number of moles of free binding sites an th
surface. The maximum concentration of binding soieshe surface is given as [BE ngJ//0,
where R, is the total moles of binding sites. The mole baéabetween free and occupied sites is
given by:

[Blos = [Bls + [Al o 5.3.1

The surface concentration has units of m3l @ince the surface area of the solid is often kmal
compared to the total reaction volume, the numbéiraling sites is usually the limiting reagent
in the interaction. The maximum surface concerdrator A is equal to the total concentration of
binding sites on the surface, [l = NamaxX0 = [Blos. Thefractional coverageof A on the
surfacePa, is given by the ratio:

[A] o nAcr/O Nag
O = = = 5.3.2
A [Al maxc  Nama/O  Namaxo
The surface concentration of A can readily be olg@ifrom64 by rearranging this last equation:
[A]l ¢ = [Al maxs 8a = [Blos Oa 5.3.3

The surface coverage can be visualized using a lnobtiee surface as containing fixed
adsorption sites, Figure 5.3.1. The fraction ofupted sites i9,, and the fraction of adsorption
sites that are free is (185).

*  occupied: 6, = 5/25
+

+ free: (1 -8,) =20/25
+

+ + B+ 4+

Figure 5.3.1: Binding sites can be occupied or.flide fraction of free sites is (16x).
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The mechanism for surface adsorption can be appaied by a second-order forward process,
where a gas molecule combines with a free site.dBserption is a first-order reverse process:

ka

AQ@+B . A 534
Kqg

where B is a free binding site on the surfacg, i the adsorbed specieg,i&the rate constant
for adsorption, andgds the rate constant for desorption. We assunstall are equivalent and
that the probability a site is occupied is indeparicdf the occupancy of adjacent sites. With
these assumptions, the rate law for the procetgsnms of the surface concentration is given by:

L = KIBloPs — kAl 235

where R is the partial pressure of A in the gas phasendJgig. 5.3.3 for the surface
concentration of A and the corresponding equattorite free sites gives:

d[A

% = I‘%[B] 00'(1_ eA)PA - Kj[B] oo'eA 5.3.6

Dividing this last equation by the maximum surfaocacentration, [Afax Or equivalently [Bs,
gives the rate law for the fractional coverage:

do

d_tA: Ka(1—06a)Pa — kiBa 5.3.7
At equilibrium, the rate of change of the fractiboaverage is zero:

d 6, I

gt = K(1-64)Pa—kiba =0 (equilibrium) 5.3.8
Solving for the fractional coverage at equilibrigmes:

ka P s
Ba :kd+a—k:PA (equilibrium) 5.3.9

This equation is called the Langmuir adsorptiotheam. The equilibrium constant for the
process based on Eq. 5.3.4 is defined as:

_ka
=k 5.3.10
Dividing the numerator and denominator of Eq. 58/%; and using this definition gives:
P
0 =7 E bAR\ (equilibrium) 5.3.11

which is the form of the Langmuir adsorption isathanost often found in the literature.

Notice the limiting behavior of Eq. 5.3.11. How partial pressures or weak binding, which
corresponds to small b, the bferm in the denominator can be neglected and émguir
isotherm reduces to:

B =b R (equilibrium, small Ror b) 5.3.12
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In other words, the surface coverage is a lineactfan of the partial pressure. For large partial
pressures of the adsorbate or for very strong atlsar which corresponds to large b:

Ba=1 (equilibrium, large £or b) 5.3.13

In other words for high partial pressures of adatepthe surface coverage reaches a maximum
at 100%. The fraction of the surface area thateis,fthat is not occupied by A, is given by:

B 1
AT1+bR

The fraction of the surface area that is free isroimportant since other molecules can then gain
access to the surface. For high partial pressurAsoo strong binding, the “1” in the
denominator is small compared toadhd this last equation can be approximated as:

1
b Py

The Langmuir b coefficient is best determined bg-tinear curve fitting to Eq. 5.3.11.

However, Langmuir type behavior is often verifigdddouble reciprocal plot based on the

inverse of Eq. 5.3.11:
1 1+bR 1

GA bPA _bPA

1-6 (equilibrium) 5.3.14

1-6a= (equilibrium, large Ror b) 5.3.15

+1 (equilibrium) 5.3.16

In an analogous fashion to the Lineweaver-Burke follothe Michaelis-Menten mechanism, a
plot of 184 versus 1/R gives straight line with a slope of 1/b. Adsorptianto surfaces can

follow other relationships, depending on the cirstemces. For example, Langmuir behavior
does not hold for adsorption of multiple layerswéoer, Langmuir behavior is quite commonly
observed. A particularly important applicationasbiomolecular interaction analysis, or BIA.
Another important application of the Langmuir agiimm isotherm is to heterogeneous catalysis.

Example 5.3.1:

Phosphate is a necessary nutrient for plant andamrowth. Phosphate is often the limiting
nutrient in aquatic ecosystems. Free HP@nd HPO, (ortho-phosphate) readily adsorb on
particle surfaces, which decreases the bio-avétiabAdsorption on alumina, AD;3, is a good
model system for some types of particulates innahtuaters: The data table, below, lists the
equilibrium loading inumol of phosphate per gram, of alumina for varying phosphate
concentrations. The phosphate concentrationsstsal linp-molar units. Calculate the Langmuir
binding coefficient, b.

[H2POST (M) 1 32 5 18 33 58 85
I (umol g?) 4 10 23 30 34 37 40

Answer We need to make some comments about units, Einge we are working in solution,
the partial pressure is replaced by the conceatrati the adsorbate. Starting with Eq. 5.3.11 and
using Eqg. 5.3.3 for the surface concentration sbaoate gives:
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[Als = [B]ocl—?r%%x] (equilibrium) 5.3.17

However, the surface concentration of binding sgexften not known, because the active
surface area is not available. Instead silvéace loadingis used, which is the moles of surface
sites per gram of solidias = Na/m andl mas = NamaxM, Where m is the mass of solid sorbent. In
these units, Eq. 5.3.11 is written:

b P, .
M ao =M mawo 1+ bAa (equilibrium) 5.3.18

Based on Eqg. 5.3.11 or 5.3.18, using the general fabx/(1+bx)” in the “Nonlinear

Least Squares Curve Fitting” applet gives the tedadlow, and corresponding curve-fit plot.
Visual inspection of the curve fit, and the smalhtive size of the curve fit uncertainties verify
Langmuir behavior with b = 0.154.0.037uM ™. To convert to molar units:

b =0.151uM™ (1x10° M/1 pM) = 1.51x10" + 0.37x10" M

The maximum surface loading is given by the a ¢oiefit: 41.9 + 2.5umol g*.

========= Results ======== 45
a=419+-25 40 1
b= 0.151 +- 0.037 ~357
__________________________________________ =30
sum of squared residuals= 43.15 £% e
stand. dev. y values= 2.938 g 20 1
correlation between a & b= -0.7595 giz 1

5 i

o ! |

0 50 100

[H,PO,"] (uM)

A double reciprocal plot is also commonly done, £§.16, but the Langmuir coefficient is
better obtained from the nonlinear fit. The linéais determined in the following spreadsheet:

[HPOS] | T 1[H.PO4] 0.3
() (umol g™ | (um™) 1r 005 | ¥ =0.2295x +0.0193 .
1 4 1 0.25 o R? = 0.9856
3.2 10 0.312 0.1 7 02
5 23 0.2 | 0.0435 E
18 30 0.0556 | 0.0333 3 0.15
33 34 0.0303 | 0.0294 g
58 37 0.0172 | 0.0270 e 01
85 40 0.0118 0.025 =~
0.05
0

05
1/[H,PO,] (uM?)
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The general form of Egs. 5.3.11 and 5.3.18 is qeotamon. We will define &eneral Pattern
based on this functional form in the chapter omaleal equilibrium.

5.4 Biomolecular Recognition can be Measured Usirfgurface Interactions

Processes at the molecular level in living systarescontrolled by biomolecular binding. For
example, enzyme-substrate binding is a centrakigsthe proper functioning of living cells.
Most drugs are designed to bind to enzymes toregthleance the activity of the enzyme or to
block enzyme-substrate binding. In addition, pradeiarely act alone. Protein-protein binding is
often an important control step for cellular praes Protein-nucleic acid binding is important in
many of the steps for turning genetic informatintoifunctioning cellular building blocks. The
study of all these types of binding is necessarmheracterize the proper functioning of the
cellular machinery and to design drug intervenstmategies. How do molecules recognize and
bind to each other? The field wiolecular recognitionis the study of structure-function
relationships in binding interactiorBiomolecular interaction analysisis the experimental
determination of biomolecular binding rate constaantd equilibrium constants?

A very general and highly-sensitive techniqueliomolecular interaction analysissarface
plasmon resonanceor SPR In SPR one member of the binding pair is attadbexdgold-
coated surface and the other member of the pdiss®lved in a solution in contact with the
surface. The molecule in solution is called theyrarligand. In SPR, and other similar
surface analysis methods, surface adsorption gones to the specific molecular binding
process. The interaction of the ligand with thdae is usually modeled using a Langmuir
adsorption isotherm. The process of attaching drieeobinding pair to the surface usually
causes little perturbation of the binding interacti

SPR is a very sensitive method for determiniregibdex of refraction of surface-bound layers.
The index of refraction of a surface-bound laygsrigportional to the concentration of bound
molecules. The index of refraction is given by tago of the speed of light in the sample
compared to the speed of light in vacuum, w(sample)d(vacuum). The index of refraction of a
substance is directly related to the molecularnmaaility, which in turn depends in large part
on molecular size. Therefore, the index of refaatis a completely general property of any
molecule. However, the sensitivity increases gyaailh molecular size.

SPR uses a nice trick to enhance the sensitibitydex of refraction measurements. Under
suitable conditions, shining a light beam at a higiidence angle on a thin film of a metal
causes the absorption of light and the productfasurface plasmon. The surface plasmon is a
collective motion of the electrons near the surfaicéhe metal. The effect is to create electron
density waves that propagate along the surfacesefulianalogy is to compare the motion of the
electrons to the propagation of sound waves. Imddie energy of the wave is propagated in
oscillating regions of high and low molecule deps8urface plasmons are similar, but with free
electrons at the surface. The effect of the plasimén create a very strong oscillating electric
field near the surface, which is called thenescent waveThis electric field is greater than
would have been produced by the original light be@his enhanced electric field can interact
with any molecules that are adsorbed to the surfdw@nging the effective propagation speed. A
diagram of the geometry for the measurement isgivd-igure 5.4.1. The heart of the sample
cell is a thin gold film that has been depositechajiass slide. A prism bends a monochromatic
laser beam to strike the gold film at a large ieaice angle (measured from the normal to the
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gold surface). The light is absorbed, propagatesgdhe gold surface as a plasmon, and then is
reemitted. The light emerging from the prism hatrang dependence of intensity with angle.
Light emitted at the resonance angle undergoesgtiestructive interference with the input
beam that creates a minimum in reflected inten3itye resonance angle is used to determine the
index of refraction of the sample through a culaltbcation equation.

AA f A Aribody

Gold film
Glass slide

Reflected
intensity

Linear shift array
I / Multielemen detecto
T Resonance angle

Figure 5.4.1. Geometry for surface plasmon resamamzasurements. A common SPR
determination is the binding of an antibody (emgmiunoglobulin G, 1gG) with an antigen.

Kinetics studies using SPR are done in two safiplesteps. In the first association phase the
analyte, A, is made to flow over the surface wité surface-bound molecules.Brhe
concentration of AB complex builds in a pseudo-first order proces®nTim the second
dissociation phase only a buffer is allowed to flover the surface. The AB complex on the
surface then dissociates to give free analyte sreddound B, Figure 5.4.2.

A
Buffer Association phase: Dissociation phase:
R only Analyte, [Aly Buffer only
o \
A+B° AB AB - A+B
| | >
Iniect star Inject en Time (sec

Figure 5.4.2: Kinetic time course for one valugha analyte concentration, [A]
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The mechanism is identical to Eq. 5.3.4, extlegt the adsorbate is in solution instead of the
gas phase. Let [B]be the concentration of the molecule bound tcsthiéace and [A] be the
solution concentration of the analyte. The surfamecentration of bound complex is [AB]

ka
A+B; . ABg 5.4.1
kg

The equilibrium constant for the association reacts Ky = kykq. Medicinal chemists usually
guote the dissociation equilibrium constang, Kky/k,, which has the units of concentration. The
rate law corresponding to Eq. 5.3.5 is:

R = KIAI[B] o — kiAB] 5.4.2

Association Phaseln SPR experiments during the association plihseanalyte concentration
is held constant by allowing the analyte solutiefidw over the surface. Therefore, [A] = [A]
which is the concentration of the analyte for eachvidual run. [A}, is varied over several
separate experiments. The mole balance, Eq. Bi¥ds:

[Blos = [Blo + [AB]s 5.4.3
Solving for [AB], gives the concentration of complex by difference:

[AB] s = [Blos — [Blo 5.4.4
Substitution of Eq. 5.4.4 into the rate law, Ed. 3, gives:

diAB],
ABEle — Al Bl - Ki([Bloo - [B0) 5.4.5

Collecting terms in [B] gives:

d8Blo _ (AT, + k) [Blo — kiBloo 5.4.6

Substituting mole balance Eqg. 5.4.4 into the ra&t@vdtive gives the rate in terms of the
concentration of free B sites:

d[AB]s _d([Bles = [B]o) _ dIBls

at - dt =T dt 54.7
which can be substituted into Eq. 5.4.6
d[B]
——gi = (a[Alo+ ki) [Blo — kilB]os 5.4.8

(o] N

At this point several approaches may be taken. Bleoular interactions are typically quite
strong, so that K>>1 giving k << ky; in other words, the analyte is a high affinitydnd. With
this approximation, the second term in Eq. 5.48egligible giving:

Sl - (e AT+ k) (B (h<<k) 549
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The constants in Eqg. 5.4.9 can be grouped to giweffactive observed first-order rate constant:

Kobs = Ka [A] 0 + kg (ks << ky) 5.4.10
Then Eq. 5.4.9 is seen to be a simple first-order law:
dB
_% = Kops[Blo (kh<<k) 5.4.11

The integrated rate law gives normal first-ordezajefor the reactant, B

[Blo = [Bloo g Konst (ki << ky) 5.4.12

and first-order growth for the product, ABJsing this last equation and the mole balance, Eq
5.4.4, gives the integrated time course for théaserbound complex:

[AB] g = [Bog (1 - € Kobst (k<<k) 5.4.13

The observed association phase rate constggtiskdetermined by fitting the kinetic time
course for each initial A concentration to Eq. 534.Using Eq. 5.4.10, a plot ofkverses [A}
then gives a straight line with slopgdnd interceptk Figure 5.4.3.

kobs

. : [Alo . .
Figure 5.4.3: Extracting the association and disson rate constants from a series of
experiments with varying analyte concentration.

Notice that these equations assume a constanectration of flowing analyte; this system is
another example of a constant flow chemical rea&iqr5.4.13 also assumes a large association
equilibrium constant. In other words, we assumeatifgorption reaction runs essentially to
completion. If the association constant is notdatfge corresponding approach to that given by
Eq. 3.4.23-24 must be used for solving for the eission phase integrated rate law.

Dissociation Phase The integrated rate law for the dissociatioagghis simpler since only
buffer is flowing over the surface and then [AD. Eq. 5.4.2 then reduces to:

OllAd_]_I;3 S _ _K[AB], 5.4.14

which is once again a simple first-order proce$ge doncentration of the surface-bound
complex then decreases exponentially with rateteoh:

[AB] = [AB] oo €™ 5.4.15
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where [AB}y is the surface concentration at the end of thecietson phase. For a series of
experiments with increasing [Alhe observed association rate constant will irsgebut the
observed dissociation rate constant should renh@isame for each run. The association phase
kobsis Often called the “on rate constante,kand k the “off rate constant,” J¢.>°

Surface adsorption also plays a very importalet in surface catalysis. Surface catalysis can
be performed by membrane-bound enzymes, enviroraneaiticles, and industrial catalysts.

5.5 Solid Surfaces Can Catalyze Chemical Reactions

Heterogeneougeactions involve reactants and/or products treatradifferent phases. One
important example is the catalysis of gas phasstioees on solid surfaces. Heterogeneous
catalysis is important in atmospheric environmeakedmistry. One example is the destruction of
ozone in the stratosphere, which involves reactwnfozen nitric acid hydraté$ Tropospheric
processes can take place on ice crystals in ataugls and on soot or ammonium sulfate
particles™ Many industrial processes are dependent on hetrenyis catalysis, including the
production of ammonia, nitric acid, sulfuric acahd methanol. Fischer-Tropsch processes are a
possible source of transportation fuels from bicgrtaat may be helpful in decreasing our
dependence on petroleum. The reactions that aretaddn solid surfaces are easily addressed
using the adsorption kinetics principles that weehlbeen developing.

Surface catalysis can be divided into threesstél) adsorption on the catalytic surface, (2) the
chemical reaction, and (3) desorption of the préslU€ach step can be the bottleneck in the
overall process. Reactants and products can ber e#bakly or strongly adsorbed. As our first
example, consider a first-order reaction that talgaed by a surface that starts with the
reversible adsorption of the reactant followed lug teaction on the surface. Assume the product
is very weakly adsorbed. Adding the surface readioEq. 5.3.4 gives:

ks ks
A@+B ZA; -P(@+B 5.5.1
ki

where ks is the rate of the reaction to form products anghrface. Assume that the surface
adsorption/desorption steps are in equilibriumthsd we can treat the overall process by a rapid
pre-equilibrium mechanism; this is, assumekk >> k;. The rate law for the reaction, in terms

of the extent of the reaction in moles, is given by

1ds_

o dt = K [Alo 552

We can then use Eq. 5.3.3 to relate the rate térélogonal surface coverage:

1 Ble6n 5.5.3

odt ™
Since only molecules in contact with the surfacechaccess to catalytic sites, we only need to
consider adsorption onto a single monolayer andameuse Eq. 5.3.11 to model the surface
coverage using the Langmuir adsorption isotherm:

1d¢g ba P,
et kU[B]wlJr/*—bL\APA (monolayer) 5.5.4
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where I is the Langmuir coefficient for the adsorptiortloé reactant on the surface. Instead of
the extent of the reaction on the surface, we oftant to relate the reaction rate to the partial
pressure of the reactant in the gas phagelf We assume that the total moles of reactarthen
surface are small compared to the moles of reattdhe gas phase then:

RTdE _ dPa _dP
V odt- " dt - dt 5.55

where V is the volume of the vessel for gases evtilume of solution. Substituting this last
equation into the rate law, Eq. 5.5.4 gives thalfresult we are looking for:

dp, ba P
—5 = [ke(RT) oIV [B]Oo]l"'A—bAAPA (monolayer) 5.5.6

Notice that the rate of the reaction is directlggmrtional to the active surface area of the
catalyst. Also notice the/V term is analogous to the A/V term in calculatpigptochemical
rates, Egs. 5.1.6 and 5.1.10. The constants irkétai@are combined to give an effective rate
constant, k:

dP/_\ _ b/_\ PA
—at - k1 s Pa (monolayer) 5.5.7

with k = [ks(RT) o/V [B] os]. EQ. 5.5.7 is empirically found to apply to mamactions under a
wide variety of circumstances. Often reactionseaen simpler; if the reactant is weakly
adsorbed on the surface we can use Eg. 5.3.12estiarate of the fractional coverage to give:

dP,
_d_tA =Ky Pa (monolayer, weakly adsorbed) 5.5.8

Such a reaction is said to be a first-order he&megus reaction, and an observed rate constant,
Kops IS defined asdss= k ba. In other words, the reaction acts like any ofivet-order reaction
except that the reaction is accelerated by intenaetith the catalyst surface. If A is strongly
adsorbed, then we can use Eq. 5.3.13 as an estine fractional coverage and then the rate
law is zeroth-order in A:

dP,
—d_tA =k (monolayer, strongly adsorbed) %.5.

The decomposition of N&bn tungsten and the dissociation of HI on goldzamth-order (see
Example 3.2.4). In summary, assuming the surfaaetian is the rate determining step, if the
reactant is weakly or moderately adsorbed by tnase, then the reaction rate is proportional to
the reactant pressure or concentration. If thetaeats strongly adsorbed on the surface, the
reaction rate is independent of the reactant pressuconcentration. The preceding mechanisms
assume that the product is not strongly adsorbeati@surface. However, if the product is
strongly adsorbed, the slow rate for P leavingstinéace will block adsorption sites for the
incoming reactant and lead to inhibition.

Product Inhibition Surface catalysis can show strong inhibitiotihé products of the reaction
are strongly adsorbed on the surface. In other syaohsidering the three steps in surface
catalysis, (1) adsorption on the catalyst, (2)dhemical reaction, and (3) desorption of the
products, the desorption step may become theinaitinlg step. Consider the mechanism:
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Kaa Ks Kpd
A@+B _ A;s -P ZP@Q+5B 5.5.10
kAd kPa

with ks the smallest rate constant. As a first approxiomative usually wouldn’t consider steps
that come after the rate determining step. Howemnehis case, strong adsorption of P on the
surface blocks free sites for adsorption of thetasat. A useful approximation is to start with Eq.
5.3.5 and add the surface reaction:

%: kaa [Blo Pa — e [Alo = KofAl o 5.5.11

where k, and kg are the adsorption and desorption rate constantbé reactant, respectively.
Assuming a steady state for the surface-bound theseactive intermediate gives:

Kaa [Bls P,
Kaa [Blo Pa — Kad [A]l 6 — ko[A] 6 =0 or [A} :Lki\g—l% (steady state) 5.5.12
The Langmuir coefficient for A is defined ag® kaa/Kag. If the surface reaction is the slow step,
ks in the denominator can be neglected:

[Als = ba [B]s Pa (steady state) 5.5.13

To find [B]s assume that A is weakly adsorbed on the surfaoen, Tthe concentration of free
sites will be dominated by the presence of adsopbeduct:

[Bls = [Blos (1 —6p) (weak A and strong P adsorption)  5.5.14

wherebp is the fractional coverage of the surface assuroiig P is adsorbed. If P is strongly
adsorbed, we can estimate the fraction of fres siséng Eq. 5.3.15:

B
[B]s ZI@]FOTS (weak A and strong P adsorption) 5.5.15

where R is the partial pressure of the products in thetiea vessel, and the Langmuir
coefficient for adsorption of the product is® kp/kpg Substituting Eq. 5.5.13 and 5.5.15 into
the rate law, Eq. 5.5.2, gives:

%% = kgbA% (rapid pre- and post-equilibrium) 5.5.16

Using Eq. 5.5.5 and defining the observed ratetemmsising all of the constants in this last
equation with kys= kg ba 0/V [B] oo/bp gives:

dpP, P, .
_d_tA = kobsﬁ/; (weak A and strong P adsorption)  5.5.17

The appearance of the partial pressure of the ptedin the denominator shows that the reaction
is inhibited as P builds up on the surface. Neailibggium with significant concentrations of
product, Eq. 5.5.17 appears as a pseudo-first-gmbeess. For such a reaction to be useful, an
active mechanism to remove the product gas frommgetion vessel is necessary. Note that the
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observed rate constantyk is directly proportional to the catalyst surfarea, as we would
intuitively expect.

The important points to remember from our coasatlon of heterogeneous catalysis is (1) that
the definition of surface concentration allows asise the machinery of chemical kinetics that
we developed for homogenous reactions, (2) thexserk often the limiting reagent, (3) the rate
is directly proportional to the surface area. Mo€lthe development of catalytic systems is in
maximizing the active catalytic surface area. Tee of nanoparticle-based catalysts is an
important approach to maximizing surface area atalytic activity'*

Example 5.5.1:

The catalytic hydrogenation of cyclopropane on eidias been studied as a function of the
initial pressures of the reactants at k22° Determine the order of the reaction with respect t
cyclopropane and hydrogen from the data in thestdd#low. Discuss the state of adsorption of
each reactant on the surface.

Peyclopropan (torr) Ry, (torr) Initial Rate (torr miﬁ)
100 200 1.00
200 200 1.95
400 200 3.80
100 100 1.10
100 400 1.25

Answer Following the initial rate for changes in thegsure of cyclopropane, while holding, P
constant, shows approximate first-order dependérueinitial rate doubled on doubling
Peyclopropane@nd the initial rate increased by a factor of alfour when Ryciopropanndvas increased
by a factor of four. Following the data fog&sproane= 100 shows the initial rate to be roughly
constant with increasing4R The constant rate shows a zeroth-order depenaenkee
Comparing these results to Eqgs. 5.5.8 and 5.5.§esiig) that cyclopropane is weakly adsorbed,
while H; is strongly adsorbed.

5.6 Summary — Looking Ahead

Photochemistry and surface chemistry play an ingmbmole in many processes, including
photosynthesis, biogeochemical processes in thesqinere, and industrial processes.
Photochemistry and surface chemistry will also makesasingly important contributions to
solving global issues in energy production andyimh abatement. These practical problems
also involve spatial variation in chemical concatitms. In fact, concentration gradients are a
general means for converting one form of cheminatgy into another. The coupling of
chemical reactions with spatial variation is dismgin the next chapter. Practical problems are
often quite complex. The chemical processes thatriahne the interrelationships are modeled
by networks of differential equations. These neksgare often illustrated by box models, as in
Figure 5.1.1. The next chapter also introducesrhogels and the analysis of complex networks
of chemical reactions and spatial processes.
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5.7 Addendum:MatLab Files for the Chapman Ozone Mechanism
The differential equations are defined, with a# tonstants, in a function file, “chapman.t”:

function  dX = chapman(t,X);
% Constants for 40 km:
j1=5.7e-10;
k2=9.1e-34;
j3=1.9e-3;
k4=2.2e-15;
M=8.1e16;
%Differential equations
dX = zeros(3,1);
dX(1) = 2*j1*X(2)-k2*X(1)*X(2)*M+j3*X(3)-k4*X (1 )*X(3);
dX(2) = -j1*X(2)-k2*X(1)*X(2)*M+j3*X(3)+2*k4*X( 1)*X(3);
dX(3) = k2*X(1)*X(2)*M-j3*X(3)-k4*X(1)*X(3);

The main routine, “ozone40km.m,” sets the initiahditions, time range, solves the equations,
and specifies plots for the three concentrations:

clear

% Set the initial values
X0 =1[01.7e16 Q];

% Set the total integration time in seconds
maxTime = 3.5e5;
trange = [0 maxTime];

% solve the differential equations
[T,X] = odel5s(@chapman,trange,Xo);

% Plot data

figure(1)

plot(T,X(:,1))

title( '[O] at 40 km' )

xlabel( "Time (sec)' )

ylabel( '[O] (molecules cm-3)' )
%

figure(2)

plot(T,X(:,2))

title( '[02] at 40 km' )

xlabel( ‘Time (sec)' )

ylabel( '[02] (molecules cm-3)' )
%

figure(3)

plot(T,X(:,3))

title( '[O03] at 40 km' )

xlabel( ‘Time (sec)' )

ylabel( '[03] (molecules cm-3)' )

The solver “odel5s” is a moderate accuracy stffedgntial equations solver. A more accurate,
but much slower solver is th& #rder Runge-Kutta solver, “ode45”,which you canfar a
timing comparison. The “Kinetic Mechanism Simulati@pplet also uses th& #rder Runge-
Kutta algorithm, but is not as time efficient. Te@&4atLabroutines can be made significantly
more flexible. However, our goal is to show howilasoderately complicated sets of
simultaneous differential equations can be soladgureadily available simulation software.
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Chapter Summary
Photochemistry:

1. Light must be absorbed by a molecule to initeafghotochemical process.

2. The Stark-Einstein Law of photochemical equimatestates that each absorbed photon results
in one primary photochemical process.

3. The quantum vyield for fluorescencebis= }/J,, with the emitted light flux,;Jand the
absorbed light flux,,) The quantum yield for the production of a secongdotoproduct, B,
is given by:®g = (d[B]/dt)/Ja.

4. The incident flux in mol £ stis: J, = L(ﬂ)

Na hvlV

with J, the incident flux in watts ifis?, the incident beam cross sectional atea nv, and
the volume of the solution V in L.

5. The absorbed flux i& = J, (1 — €23%%)) given the concentration [A], the molar absomtio
coefficient of the solutiorg, and the path length

6. The rate law for the formation of secondary ppodduct is:

d[B .
J(-j_t]_ — q)B Ja: CDB Jo (1 _ e2.3038{A])

with ®g the quantum vyield for the production of B. Forioglly thick systems), = J,, giving
the zeroth-order rate law: (d[B]/dt) ®g J,. For optically thin systems the rate law is first
order: (d[B]/dt) = § [A] with jg =2.303],P5 €.

7. During photolysis, the formation of the secondaotoproduct is in competition with all
processes that deactivate the primary photoprodssiuming a first-order or pseudo-first
order process with rapid deactivation, A* B, the quantum vyield isbg = kr/(ks + kisc + Knr
+ kg), with the rate constants for the reaction from éfcited stategs fluorescencek
intersystem crossingd¢, and non-radiative collisional processes k

8. Fluorescence is in competition with all procedbat deactivate the primary photoproduct.
The fluorescence quantum yieldd®s = }/J, = ki/ (ks + Kisc + Knr + kR).

9. The Stern-Volmer mechanism for fluorescence guierg, with the quantum yield without
quencher presen,, and the quantum yield with quencher pres@gtgives:

oo kitksctknetk[Q] . KJQ]
PJP; = I/l = f kfsfk.sc+knr _1+kf+k|sc+knr

10. After irradiation, first-order competitive pesses deactivate the excited state and the
lifetime of the excited state ist# ki + kisct knr + kn = 1A; + 1Aisc + 1hty + 1AR.

Surface Chemistry:

11. Physical adsorption is the rapid and reversitikraction of a substance with a surface
through non-covalent forces, such as hydrogen-lmgndiipolar forces, and dispersion forces.

Chemical adsorption involves the formation of cewélbonds to surface atoms or strong ionic
interactions.

12. Absorption occurs when molecules fill voidsaiporous surface or form multiple layers
beyond the first adsorbed layer.
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13. The surface concentration of species A ontinace is defined as [AE nas/0, where Rg
is the number of moles of A on the surface ansd the surface area. The surface
concentration of the free binding sites on theauef [B]; = ngo/0 where R is the number of
moles of free binding sites on the surface, mathbdimiting reagent in a surface interaction.

14. The fractional coverage of A on a surfdg,is: 0a = [A]6/[A]l maxs = Mo/Namaxs

15. The mechanism for monolayer surface adsorptitmequivalent sites can be approximated
by A(g) + B Z A Given k, the rate constant for adsorption, agdhe rate constant for
desorption, the Langmuir coefficient for the sugaateraction is b =Jkg.

16. The Langmuir adsorption isotherm gives thetioaal coverage at equilibrium:

B, = b BJ/(1 + b R). For low partial pressures or weak binding, tla@dgmuir isotherm
reduces toB, = b Bi. For large partial pressures or for very strongpagtion the surface
coverage reaches a maximum at 100%6s 1.

17. The fraction of the surface area that is fseeli—65 = 1/(1 + b R). For high patrtial
pressures of A or strong binding the free fractietuces to: 18, = 1/(bPa).

18. In a dynamic sensor experiment, the rate dasaradsorption for a high affinity analyte
flowing over the surface is — (d[BHt) = kps[Bls, Where kps= (ka[A]o + kq), [B]s is the
concentration of binding sites on the surface, [&jd is the analyte solution concentration.

19. The rate of surface catalysis for monolayeogg®n is given by:

dP, ba P, :
— th = kl +AbgAPA with  k =[k; 0/V [B] od]

where Ra is the Langmuir coefficient for the reactant oa furface, kis the rate of the
reaction on the surface,is the surface area, V is the volume of the vefssajases or the
volume of the solution, and [R]is the maximum concentration of binding sites o t
surface. If the reactant is weakly adsorbed orstiteace the rate law is first order, @R =
k b Ra. If the reactant is strongly adsorbed the rateitareroth order, — gifdt = k.

20. For surface catalysis with product inhibititiee product remains on the surface blocking
adsorption sites for the reactant:

dP Pa
_d—f\ = kObSFﬁ with kobs = I(0' bA o/V [B] OU/bP

where Ip is the Langmuir constant for the interaction e groduct with the surface. Near
equilibrium with significant concentrations of prad the rate law is pseudo-first-order.
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Problems: Photochemistry and Surface Chemistry

1. Show that the units are correct for Eq. 5.With € in M™ cmi*, 2 in n, and V in liters in
Eq. 5.1.6.

2. Show that the photochemical rate constantriasgically thin solution is independent of path
length for a cell with a uniform cross section. Egample, a cell with uniform cross section
includes cylindrical cells and rectangular cellsanhthe volume is given by the area of the
solution exposed on the face of the cell, a, midiipby the path length, V =.dDetermine any
unit conversion factors in the final result.

3. A chemical actinometer is a solution with knogerantum yield that can be used to find the
incident intensity in photochemical experimentse Térrioxalate actinometer uses the reaction:
2 FE€* + (C,0,)% ™ 2Fé*+2C0
A ferrioxalate concentration of 0.15 M is normalised for actinometry, which is optically thick.
A common light source for photochemical reactianthe 366 nm emission line of a mercury
lamp. The quantum yield for the ferrioxalate reatat 366 nm is 1.18The progress of the
reaction is monitored using the visible absorptidtheortho-phenanthroline complex of Feat
522 nm. The molar absorption coefficient of thé"Eemplex at 522 nm is 8650. Mem™. The
ortho-phenanthroline complex for Eeis very weak and transparent at 522 nm. The fatigw
experiment was used to determine the incident st for a photoreactor. A solution of 0.15 M
ferrioxalate was irradiated for 10.0 min. A 1.00 mliquot was withdrawn and diluted with
water to a total volume of 100.0 mL in a volumeftask. The absorbance of this solution in a
1.00 cm pathlength cuvette at 522 nm was 0.41@uExE the incident flux in mol't.s™.

4. A high power mercury lamp produces 219.0 Wanh366 nm at the surface of a
photochemical reaction cell (see Problem 3). Asstiraeross-section of the incident beam is
1.00 cnf and the solution volume is 10.0 mL. Calculateittsédent flux in mol ! s*

5. Whenp-nitroanisole and pyridine are photolyzed in aq@esaiution the reaction is:

@ OHO©

The quantum yield for a solution contalnlng 1.00%¥0 p-nitroanisole and 0.0100 M pyridine
in 1% acetonitrile is 4.65x10at 366 nnt. The molar absorption coefficient at 366 nnpof
nitroanisole is 1990 Mcm'. Calculate the photochemical rate constant ant\hie rate law
for an optically thin solution assuming the incitdéox is 6.70x1® mol L™ s* for a 10.00 cm
path length reaction cell.
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6. A solution with a known photochemical quantueld/can be used to calculate the incident
light flux during a photolytic reaction. Such satuts are called chemical actinometers (see
Problems 3 and 5). Consider the reactiop-oftroacetophenone and pyridine:

()
hv P
\ +
. @ e T, oy
> HO
-.C
07 “ch,

-C.

0" CH,

A chemical actinometer and a solutionpafitroacetophenone and pyridine were simultaneously
photolyzed at 366 nm in reaction cells with idealtigeometry. The path length of the reaction
cell is 1.00 cm. The quantum yield for the actintenés 4.65x10 with a molar absorption
coefficient 1990 M cmi’. The photochemical rate constant for the actinemistdetermined to

be 1.43x1G s*. The molar absorption coefficient phitroacetophenone is 160. Mm™.? The
photochemical rate constant for 1.00X1M p-nitroacetophenone and 0.100 M pyridine is
4.18x10° s*. Calculate the quantum yield for thenitroacetophenone and pyridine reaction at
366 nm.

7. Consider the following reversible first-stepahanism for a first-order photochemical
reaction:

jas ke
A+hv - A* A* , B
ko
where k is the combined rate constant for all the non-ptlsemical deactivation processes,
with kp = ki + kisc + ky. Derive Eq. 5.1.24 directly from this mechanishint: Express the rate
law in the form of Eq. 5.1.17 and then use Eq.1®]L.

8. Anthracene fluorescence is quenched by haléger@mpounds like CEIA Stern-Volmer
guenching study was completed giving the fluoreseentensities, as a function of GCI
concentration, in the following tabfeThe intensities are in arbitrary units. The flismence
lifetime in the absence of C{Ok 5.03 ns. Calculate the quenching rate constant.

[CCly] (M) 0 0.02 0.04 0.08 0.12
Intensity 2437 1860 1490 1110 893

9. Run a numerical simulation for the Chapman raeim for the rate constants and
concentrations appropriate at an altitude of 25 Artable of appropriate constants is given
below®® Determine the steady-state concentration of omsirgy Eq. 5.2.11 and by numerical
simulation.

Altitude s ko ja ke [M] (O]
km gl cm® moleculé’s® g1 cm’ moleculé's®  molecule ¢t molecule cri?
25 3.0x10° 1.2x10% 5.5x10° 6.9x10"° 9x10" 1.8x10’

40 5.7x10° 9.1x10* 1.9x10° 2.2x10% 8.1x10°¢ 1.7x10°¢
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10. Nitrogen oxides catalyze the destruction ainezand must be taken into account in accurate
stratospheric models. The reactions and the ratstaots appropriate for 25 km are:

ks

NO+Q; » NO+ O, ks = 3.4x10™ cnt moleculed s?
ks

NO,+O - NO+ QO ks = 1.1x10" cnt® moleculed s?
Ir

NO,+hv - NO+O j = 7x10° st

The values for the rate constant&j and [M] at 25 km are given in Problem 9. Guesseshe
starting concentrations for NO and Mthat you can use are:

[NO], = 8.0x18 molecules cth  and [NQ] = 1.0x10 molecules crh

Add these three reactions to the numerical simanadutlined in Addendum 5.7 to find the
change of the ozone concentration with and witlcatelysis. You can uddatLab or MathCad
or any numerical routines that employ stiff methods

11. Problem 10 lists the three reactions that leupent the Chapman mechanism to account for
the catalytic destruction of ozone caused by NON@g (a) At steady state, show that the rate
law for odd oxygen species can be expressed as:

d Oea;fo _ Zh[oz]—2k4[03][01(1 +k_l2|'|[\(|)_03]21)

The term in parentheses is called the enhanceraetot fp:

oo 21

which determines the extent of the catalysis ofdé&ruction of ozone by NO and MOse the
rate constants given in Problems 9 and 10 alonlg thvé following rough estimates for the
steady-state concentrations to estimate the enhrtdactor at 25 km. These concentrations
are from the results of Problem 10 at 25 km:

[O4] = 8.74x10" molecules cii ~ [NO,] = 1.45x10° molecules cii

12. Nitrogen oxides catalyze the destruction ainezand must be taken into account in accurate
stratospheric models. The reactions and the ratstaots appropriate for 25 km are:

ks

NO+Q; - NO+0O, ks = 3.4x10™ cnt moleculed s?
ks

NO,+O - NO+ QO ks = 1.1x10' cn?® moleculed s?
I%

NO,+hv - NO+O j = 7x10° st

Show that the ratio of the N@nd NO concentrations at steady-state are giveheyy
relationship:

[NOs]  Ks[Og]
[NO] ~ ks [O] +j7
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Calculate the steady-state ratio assuming thaDtatom concentration is small enough that
ke[O] << j7. Assume [@] = 8.74x10"* molecules cri (as in Problem 11).

13. The combustion of carbon sources, such asocaddarcoal, in limited amounts of oxygen
produces carbon monoxide. Carbon monoxide is a aomhnused reducing agent, especially in
metallurgy. The reaction of carbon with high tengtere steam produces carbon monoxide and
hydrogen gas. Carbon monoxide and hydrogen aredéuestocks for industrial processes like
the Fischer-Tropsch process, which can be userbtiupe transportation fuels from coal or
biomass. Carbon monoxide readily adsorbs onto ohhsuirfaces. The equilibrium surface
loading of CO on charcoal at 0°C is given in thikofwing table. Determine the Langmuir
coefficient for this system.

Pco (bar) 0.0973 0.240 0.412 0.720 1.176
[ (mmol g% 0.113 0.248 0.378 0573  0.787

14. Antibody-antigen interactions are very strang very specific. The interaction between a
protein, bovine serum albumin, and anti-BSA immuabglin G (IgG ) was determined using
SPR. BSA was attached to a gold surface and thevagflowed over the surface at constant
concentration. The results for the observed assogieate constant are given in the table below.
The dissociation rate constants, from nonlineavetitting from the time courses, were
averaged over each run and found to be 5.94s10Find k, the association equilibrium
constant, I, and the dissociation equilibrium constang, Konvert k to picomolar units, pM,
which is typical of the conventional choice of @nih the medicinal chemistry literature.

[I9G] (NM) 10.0 4.00 1.60 0.640
Kobs (S™) 0.00623 0.002914 0.001578 0.00057

15. SPR is a commonly used technique in immunol®bg interaction between a protein,
porcine serum albumin, PSA, and anti-PSA immunagiobG (IgG ) was determined using
SPR. The anti-PSA IgG was attached to a gold saidiad PSA was flowed over the surface at
constant concentration. The results for the obskagsociation rate constant are given in the
table below? The dissociation rate constants, from nonlineaveitting from the time courses,
were averaged over each run and found to be 1.02%1(Find k, the association equilibrium
constant, I, and the dissociation equilibrium constang, Konvert i to nanomolar units, nM,
which is typical of the conventional choice of @nih the medicinal chemistry literature.

[PSA] (nM) 7.18 21.5 66.4  201.  601.
Kobe (S%) 0.0122 0.00189 0.00189 0.0297 0.0641

16. Itis not necessary in dynamic SPR measuresentait for the surface adsorption to reach
equilibrium. However, if the time course for thesasiation does essentially reach equilibrium,
the equilibrium values can be fit to the Langmuis@rption isotherm. Such equilibrium SPR
experiments provide an alternative method to dategrtine equilibrium dissociation constant
that is complementary to dynamic measurements. @asgn between equilibrium and dynamic
results helps to determine experimental uncersniihe limiting refractive index values from
the time course measurements for the system indtrob5 are given beloWBYy fitting the

results to a Langmuir adsorption isotherm, deteentine equilibrium dissociation constant in
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nanomolar units. The units typical for SPR instrabutput are micro-refractive index units, or
MRIU.

[PSA] (NM) 0 718 7.18 197 592 1813 5385
R RIU) 0 236 265 38 556 57.6 588

17. The rate of decomposition of Witas determined as a function of the initial papi@ssure
of H, and is inhibited by product formatidn:

NHs (9) — % No(g) +%2 H (9)

The initial pressure of Nin each run was 100 mm Hg, and varying amount$,afas were
added to the reaction vessel at the beginningeoféhction. The catalyst was platinum and the
reaction was run at 1138. The results are given below. Show that the dégece on the
product, H, partial pressure is described by Eq. 5.5.17.

APyp; in 120 s Py, initially added
33 50

27 75

16 100

10 150

18. Hydrogen is a clean burning substance thagiisg suggested as a transportation fuel.
However, hydrogen is costly to produce. One projpieda use solar thermal energy to provide
the energy necessary to convert water into hydrggesn The Sulfur-lodine cycle consists of
three coupled reactions, which add to give theodission of water:

HSO, (I) ~ SG (9)+ HO (9) + %2 Q(9) (>850°C)
L+SGQ+2H0 - 2HI+HSO (>120°C)
2HI - b+ H; (>450°C)

nett HO - Hx(9)+%Q(9)

The first step is the most unfavorable thermodycaityi and kinetically. The reaction occurs in
two steps:

H2SO; (I) - SGs (9) + HO (9)
SG;(9) - SO (9) +¥2Q (9)

The decomposition of S{has a negligible rate at 800°C without a catalysxed chromium-

iron oxide catalysts have been proposed for the@base decomposition of $&The
heterogeneous decomposition of;3 Fe ¢Cry 4O3 in a constant flow reactor has been studied
as a function of temperature. The percent yieldeatral temperatures are given in the table,
below. The residence time of the reactant in ateondlow reactor is constant with temperature,
so the percent yield is directly proportional te tieaction rate. Verify Arrhenius behavior and
determine the activation energy.

T(°C) 550 600 650 750 800
SOQyvyield% 1.2 5.5 10.7 52.7 79.3
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19. Derive the rate law for a bimolecular hetersgmis reaction with stoichiometry: A + CP.
Assume that reactant C is strongly adsorbed teakaytic surface and A is weakly adsorbed.

20. Determine the integrated rate law for surfzatalysis from an adsorbed monolayer using
Eq. 5.5.7.

21. We assumed a pre-equilibrium mechanism taméte the rate for a heterogeneously
catalyzed reaction proceeding according to Eq15.5.

ks ks
A@+B - As -P(Q)+B
k

The rate law for the reaction, in terms of the jpicid is then given by:

A= krT) @) 1AL

To give a better approximation, use the steadgstpproximation to determine the rate law.
Then show that the more exact rate law reduces|i® B.6 using a suitable approximation.
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