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Chapter 4: Kinetic Mechanisms

How can a reaction be first-order? A unimoleculamentary step implies that no
collision occurs; how can the reactant overcomadtssation energy barrier?

The primary goal of chemical kinetic studiesoigletermine, as completely as possible, the
mechanism for a chemical reaction. A mechanisnosgiylated based on the available
experimental evidence. The empirical rate law vatitbn energies, pre-exponential factors,
equilibrium constants, and the presence of anyrmdiates are the key pieces of information
that help to construct plausible mechanisms. A gsed mechanism must agree with the
empirical rate law. In other words, a proposed rma&dm should result in a predicted overall
rate law that has the same concentration and taperdiences as the experimentally determined
rate law. However, the empirical rate law for actemn far from equilibrium may be different
from the rate law for the same reaction close taléggium. In addition, the form of the rate law
may depend on the overall pressure for a gas-pleastion or the initial concentrations in
solution. The corresponding mechanisms may thafiftexent far from equilibrium or near
equilibrium, or at high and low overall pressureoncentration. A proposemmplete
mechanismshould explain such shifts in the observed ratedad be applicable over a range of
initial conditions and at equilibrium.

The rate law for each elementary step is diyetgtermined from the molecularity, because the
elementary steps describe the collisions that pékee. The steps in the mechanism should add
to give the overall reaction stoichiometry. Howewbere may be more than one mechanism that
agrees with the experimental rate law. Such altermeechanisms are callkohetically
equivalent One way to distinguish between kinetically eqliemamechanisms is to identify
intermediates in the reaction.

Intermediates An intermediate is a species that is neither a reactant nor auygtodeactive
intermediatesreact quickly after formation and so never buddignificant concentrations. The
concentration o$table intermediates on the other hand, can build to a sizable fractibthe
concentration of the original reactants. If theratv for a reaction involves the concentration of
an intermediate, the mechanism cannot consissofgle elementary process. Typical
intermediate species include reactive atoms, fidecals, and charged species such as
carbocations and carbanions. Identifying intermiedi@xperimentally is helpful in postulating a
mechanism for the reaction.

Building a Plausible MechanismA good example, from the beginning of Chapteis 3he
H, + I, - 2 Hl reaction. The empirically determined rate iaw

o =98 - g

The direct molecular collision ofand b molecules is one possible mechanism that agres wi
the empirical rate law. This direct molecular megkan occurs in one elementary step,H-

- 2 HI. The fact that the experimental rate lawdwals the stoichiometry of the reaction does
not imply that the process occurs in one elemerdgay. Conversely, however, if the empirical
rate law does not follow the reaction stoichiomgting reaction cannot be a single elementary
step. One alternate mechanism type for this reacsithe pre-equilibrium mechanism:
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Ky
12 (9) 2 21(9) (rapid bidirectional)
K
ks
Hz (9) + 2 1(g) - 2HI(9) (slow, k<< ki, k1)

where the | atoms are reactive intermediates. WeWdhe convention that reaction arrows are
given in bold to identify an elementary step. Tagdaw for the formation of product is:

as dictated by the molecularity of the second dtdpe first reversible step is rapid in both
directions compared to the second stemrid k; >> ks, the reversible step is near equilibrium,
and then:

_k N2
Ke =11 7103

Solving for the concentration for the | atoms gij#$= K. [l], which when substituted into the
rate law for the formation of products gives:

v :%ﬂ%l: ks Kc [H2][l 2]

This rate law and the direct single-step mechareth agree with the empirical rate law.
Proving that a mechanism is the correct mecharssoftén compared to building a case in a
court of law, “beyond a shadow of a doubt.” You tand evidence for a proposal, but you can
never be sure that the proposal is absolutely aoldigvely correct. One way to build evidence
for a mechanism is to detect the proposed interatesli Even better is to measure the time
course for the intermediates and show that thgiated rate laws for the intermediates agree
with the experimental data. Another way is to corefihe predicted activation energy for the
different proposals to the experimental activagoergy. For the k+ |, reaction, the activation
energy for the direct mechanism is predicted ttoleer than the activation energy for the pre-
equilibrium mechanism, which must break the I-1 ddherefore, the direct molecular
mechanism is presumed to be more important atéonpéeratures. In the end, there may be
several competing mechanisms that are active uifferent experimental circumstances, or
even several competing mechanisms that are alvediye aAs a consequence there are few
complete mechanisms that are widely accepted.

In this chapter we discuss some simple typiedtmanisms and the corresponding overall rate
laws and integrated rate expressions. We then dpelynethods that we develop for simple
mechanisms to chain reactions. We also discus®estections that are placed on valid
mechanisms when the reaction is close to equihioriu

4.1 A Mechanism is a Sequence of Elementary Steps

One of the best ways to learn about reaction mesimenis to consider simple examples. The
examples we cover will highlight the most commopeass of all reaction mechanisms, no
matter how complex. Complex reactions are comlonatdf these simpler examples. We also
want to develop general insight into the effecaafiven mechanism on the overall rate law.
General insight is important as you consider imgrarenvironmental and biological examples.
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The current model for tropospheric ozone productionsiders 70 species and about 140
mechanistic steps. To unravel such important antgpéex mechanisms it is helpful to be able to
conceptually break the complex mechanism into @mpbmponents that you can relate to
simplified rate laws. The first mechanism we coasig@ a reaction that has two parallel steps.
Then we will consider a mechanism with two sequstieps. Finally, we consider several
examples of the reversible first-step mechanism.

Parallel Mechanism — Competitive ReactionBirst we consider a single reactant that camfo
two products. Two reactions from the same rea@smnsaid to be in parallel. The two parallel
steps compete with each other for the availabletaeg so this mechanism is often called a

competitive mechanism. To simplify matters we cdasitwo parallel steps that are given by:

ke
A- B

ke
Ao C (1st-order parallel unidirectional)  4.1.1

The two parallel steps are also sometimes caleohnels The reactant disappears through two
channels in this mechanism. Because these two ategsstulated to be elementary processes,
the rate law for each elementary process is deteudy the molecularity. Each parallel step is
unimolecular and the rate law for the disappearafeeis first order in A for both steps:

J—l = kq[A] + k[A] (1st-order parallel unidirectional)  4.1.2

You can read this rate law as saying the disappearaf A is through the first-order
decomposition of A to produce B and the simultarsgost-order decomposition of A to
produce C. Both parallel steps decrease the camatiemt of A. Since [A] is a common factor in
the rate law, we can define the combined rate eomnsk, as:

k=ki + ko (1st-order parallel unidirectional)  4.1.3
Then, the rate law reduces to a simple first-optecess:

(1st-order parallel unidirectional) 144

In other words, the rate of disappearance of thetamt doesn’t depend on what the products are.

Eq. 4.1.4 is simple exponential procesand using general pattelhl or equivalently Eq.
3.2.5:

[A] = [A] , € = [A], e keHt (1st-order parallel unidirectional)  4.1.5
giving simple first-order decay. We can substitihie result for the time dependence of A into
the rate laws for the formation of B and C:

d[B e

JdTl = Iy [A] = ky [A], e kK (1st-order parallel unidirectional)  4.1.6

ﬂd%l = ko [A] = k [A] , €Kk (1st-order parallel unidirectional)  4.1.7
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The general form of the indefinite integral fig™ dx ~a e, giving the integral of Eq. 4.1.6 as:

ki [A N L
[B] = —(Ti[:]kzi) glarkaty ¢ (Lst-order parallel unidirectional) ~ 4.1.8

The boundary condition att =0 is [B} 0 and Eq. 4.1.8 becomes:

0= (ke + ko) +cC (1st-order parallel unidirectional)  4.1.9
Solving for the integration constant:
_Kki[Alo —
C = (ke + k) (1st-order parallel unidirectional)  4.1.10
Substitution of the integration constant back i&tp 4.1.8 and collecting common factors gives:
ki [A e
[B] = ﬁ (1 —glarian) (1st-order parallel unidirectional)  4.1.11

Egs. 4.1.6 and 4.1.7 are in exactly the same fertept for the specific rate constant. Then by
analogy for C we find:

[C] = (%[é]lé) (1 -eglaran) (Lst-order parallel unidirectional) 4.1.12

A typical plot of Egs. 4.1.5, 4.1.11, and 4.1.128hkewn in Figure 4.1.1.

AATo

[A]
[B] [B]
[C]

[C]

“t
Figure 4.1.1: Competitive first-order mechanism.

Notice if the second parallel step is negligibkert k = 0, and Egs. 4.1.5 and 4.1.11 reduce to
the expressions for a simple single-step first-ordaction with rate constant.lAlso, Eq. 4.1.12
correspondingly gives [G} 0. Another way to look at this mechanism is talfthe ratio of the
concentrations of the two products at any timerduthe course of the reaction by dividing Eq.
4.1.11 by 4.1.12:

B] Kk
I[E%:k_; (1st-order parallel unidirectional)  4.1.13
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Notice that the ratio of the two products doesdegend on time. The relative yield of B is the
same at both early stages and late stages ofdbgae. This general feature of this mechanism
is often exploited by organic chemists for studiesompetitive processes. A common lab
experiment in Organic Chemistry courses that yoy have done is the competitivgls

reaction oftert-butyl alcohol with chloride and bromide using amndecatalyst.

A useful generalization of this mechanism isdolagn reaction lifetimes (review Sec. 3.2). If
the first reaction A, B occurs alone, the reaction lifetime, or 1/e timsea; = 1/k. If the second
reaction A- C occurs alone, the reaction lifetimeris= 1/k.. The lifetime of the reaction when
both steps occur is given from Egs. 4.1.3 and 4.1.5

—=—+_"=ktk (1st-order parallel unidirectional)  4.1.14

wheretgysis the observed lifetime for the reaction apgd = 1/k. One easy way to remember this
eqguation is to compare this result to electromicuits. Two resistors, fand R, in a parallel
connection give the overall resistance, 1/R = #R/R,. Parallel chemical reactions and parallel
resistors have analogous behavior.

What happens if there are more than two pamadkghanistic steps? For the disappearance of
the reactant, the rate constants for each paséipladd to give the rate constant for the
disappearance of A and the overall life time igiby:

1 1 1 1

— o+ 4+ 4+ . (multiple 1st-order parallel unidirectiopal4.1.15
Tobs T1 T2 T3

Example 4.1.1:Parallel Mechanisms and Reaction Life Times

In an acid catalyzed reactionteft-butyl alcohol with excesses of tetramethylammonium
chloride and bromide, the pseudo first-order ratgstant for the formation ¢ért-butylchloride
is 0.112 mift and fortert-butylbromide is 0.332 mih Calculate the observed lifetime for the
decomposition ofert-butyl alcohol. Comment on the observed, overtdtiine as compared to
the lifetimes of the single product reactions.

Answer The overall rate constant for the disappearaftiee reactant is:
k =0.112 mift + 0.332 mif = 0.444 mifl
The lifetime for the single-product reaction withlaride alone is: ¢ = 1/kg; = 8.93 min
and for bromide alone istg; = 1/kg; = 3.01 min
The lifetime for the overall, observed reactiocasculated from:

1 1 1 1 1

T 1o Y1, T893 mint 3.01 min- 0-444 mirf

or Tops = 2.25 min. The observed lifetime is closest ®lffetime of the fastest reaction. The
fastest channel has the shortest lifetime and datednthe observed lifetime.
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Up to this point we have only considered unidir@adil steps for a parallel mechanism.
However, if both parallel processes are revershtxee will be competition based on
thermodynamic versus kinetic control of the reactibhermodynamic versus kinetic stability is
a key concept in chemistry. For complex mechanisisoften very helpful, or even necessary,
to use purely numerical methods to find the timerse that is predicted by a mechanism. The
reversible, parallel mechanism is a good example.

The Finite Difference Approximation Allows the Nuiced Integration of Rate Laws

Integrated rate laws rapidly increase in compleagyhe mechanisms require more steps. For
most complex mechanisms, the integrated rate lawsat be determined analytically.
Numerical approximations are very useful for firglithe corresponding time course by
integrating the rate laws. For example, the firsteo rate law is:

ﬂdétl: k [A] 4.1.16

Approximating the derivative with a finite differea gives:

—MAAt]- =k [A] At<<1l/k) 4.1.17

Multiplying by At gives:
A[A] = -k [A] At At<<1/k) 4.1.18

The time course is divided into equal time intesyat. If the concentration at time t is [A](t),
and the concentration in the next time intervghAigt + At), then the concentration difference
over the time intervalA[A], as given in EqQ. 4.1.18 corresponds to:

AJA] = [Al(t + At) — [A]() 4.1.19

Substituting this last equation into the finitefeience approximation, Eq. 4.1.18, with some
rearrangement gives:

[A](t + At) = [A]() — k [A]() At (At<< 1/k)  4.1.20

Starting with the initial value [A)] this equation is applied repeatedly to generath step for
the time course. The trick to finding adequatelgusate results using the finite difference
approach is to use that is small enough. Setting << 1/k is a commonly used guideline. In
practice, you should run your calculation with tdiferentAt values and compare. If the runs
differ significantly, choose an even smalldrand run again. You can do finite difference
integration using Excel. Table 4.1.1 is an exaniXeel spreadsheet based on Eqg. 4.1.20 to
show how well the finite difference approximatioonks.

There are also a wide variety of computer apgibns for finite difference integration of
differential equations. Computer-based algebrarnarog likeMaple andMathematicaand
numerical simulation programs likdathCad MatLab, andStellahave a well developed suite of
routines for differential equations. The “Kinetigechanism Simulation” applet on the textbook
Web site and on the companion CD is specific targbal kinetics. However, this applet is
simplified for Web delivery and therefore less aete.

All these applications use sophisticated nunaéapproximation techniques to decrease the
errors inherent in finite difference integratiomy the form of Eq. 4.1.20 is still the basis.
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Table 4.1.1. Comparison of the finite difference@mximation to the exact solution of a
first-order rate law. k=0.3’sandAt = 0.1 s. Closer agreement is obtained with smatle

t [A]=[A]-k[A] At exact

0 1.000 1.000
0.1 0.970 0.970
0.2 0.941 0.942
0.3 0.913 0.914
0.4 0.885 0.887
0.5 0.859 0.861
0.6 0.833 0.835
0.7 0.808 0.811
0.8 0.784 0.787
0.9 0.760 0.763

1 0.737 0.741

The Kinetic Product Dominates Early in the Progresa Reversible Parallel Reaction
Consider a first-order parallel mechanism with reil#e steps and products X and Y:

A = X 4.1.21

A =Y 4.1.22

X and Y compete for A with equilibrium constantg, K ki/k.; and K., = ko/k_, for the two steps.
The thermodynamic product is the product with #rgér equilibrium constant. The kinetic
product is the result of the faster step, whichthadarger forward rate constant. The rate law
for A is given by:

ﬂdétl = — K[A] + Ka[X] — K2 [A] + K2[Y] 4.1.23

The integrated rate law for this mechanism woulddrplex (see Problem 5.36 and 5.37).
Finite difference integration is useful for helpittgunderstand the relationships, Figure 4.1.2.

Example 4.1.2:Kinetic vs. Thermodynamic Control
Numerically integrate the rate laws for the mechkiamin Eqgs. 4.1.21 and 4.1.22 using the rate
constants k= 0.020 ¢, k4 = 0.00050 3, k, = 0.50 &, and k, = 1.50 &. Determine the

equilibrium constants for the formation of eachdurct. Determine how to optimize the yield of
each of the products.

Answer The equilibrium constant for the first step ig K 40 and for the second step ig K
0.333. So the thermodynamically favored produt.i¥he rate constant for the formation of Y,
however, is 25 times larger than for X.
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For the numerical integration we used the “Kinetidechanism Simulator” applet.
Here’s how the values were entered:

m+|_L,+|_L,=|E+|_L,+|_L, k{=|n.uz kr=|n.nnns

|

e e e R e e e R R

Initial Conditions:

Agih BUZID XU:ID YD:ID PD:ID QD:ID M:|1_

(Iv] and M are constant concentration reservoirs, such as a barkground gas, the vessel walls, or a constant 1

PlotVariahles:IA 'l I>< 'l IY 'l pBetterplot uality (requires Java)
Masximum time: [ 150 =] Initialize | Fun Full | Stepl Clear

Figure 4.1.2 gives the simulation results:

1

0.8 1
= X
Z 06 -
N
>
=< 0.4
A
0.2 1
Y
0 ‘ ‘
0 50 ) 100 150
time (s-1)

Figure 4.1.2: Kinetic versus thermodynamic control.

The kinetic product is favored at short times dmethermodynamic product is favored at long
times. In the applet the defaddt is determined by the maximum time chosen and reurab
steps ad\t = max time/750. The simulation was additionally for shorter maximum times to
decreasét and no significant differences were found, thakdating the accuracy.

We now consider what happens if we have two imishic steps in a consecutive sequence.
Consecutive Reactions — Reactive Intermediat®sie of the most common simple mechanisms
is the formation of an intermediate, B, that subeedly reacts to form products:

ky ky'
A - B C (1st-order consecutive unidirectional) 441.2
These two reaction steps a@nsecutive Before we solve for the integrated rate laws, we
should take a moment to qualitatively predict thpeeted time course for B. Fore@active
intermediate the first step is relatively difficult, but aftére formation of the intermediate, the
second step is rapid. In this case, we fifd<kk;'. The concentration of the reactive intermediate
is predicted to remain low during the course ofréection because the intermediate reacts
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quickly after formation. On the other hand, if fivet step is intrinsically rapid and the second
step is slow, &> kq', the concentration of the intermediate buildktge levels before the
second slow step removes the intermediate. In etbeds, in this case B issdable
intermediate. Let’s see if our expectations are met by the leates based on Eq. 4.1.24.

Assuming each of these steps is an elementapgegs, each step is unimolecular and the
corresponding first-order rate laws are:

A
% = — Ik[A] (1st-order unidirectional) 4.1.25
J—l = ki[A] — k1" [B] (1st-order consecutive unidirectional) .1426
J—l =ki' [B] (1st-order consecutive unidirectional) 4.1.27

The rate law for the concentration of B has twonterthe first for the rate of appearance of B by
the first step in the mechanism and the seconthiodisappearance of B to form product. The
sign of the first term is positive because the tep produces B, increasing [B]. The second
term has a negative sign because the second stepes B to produce products, decreasing [B].

The integrated rate law for the concentratioA &fom Eq. 4.1.25 is just simple first-order
decay, and from Eq. 3.2.5:

[A] = [A] €7 (1st-order unidirectional) 4.1.28

Substitution of this equation for [A] into the rdéev for B, Eq. 4.1.26, and integration using
standard integral tables gives (see Example 6r8156.3):

Kk - . e
[B] = [A] o(kl._lkjj(e‘klt —e'1 (1st-order consecutive unidirectiondl)L.29

Using Egs. 4.1.28 and 4.1.29, we can solve fotithe dependence of C by difference using the
mass balance equation:

[Alo=[A] +[B] +[C] 4.1.30
Solving 4.1.30 for [C] and substituting 4.1.28 fa} and 4.1.29 for [B] gives:

[C] = [A] 0[1 + (kl f kl.)(kl' et _ e—kl't)}

(1st-order consecutive unidirecsipn4.1.31
One way to become comfortable with any complic&garession is to plot the behavior for
typical values of the rate constants. Considec#s® when the first step has the smaller rate
constant, k<< k;', Figure 4.1.3. Notice that A decays by a simpl-brder process. The time
course of A doesn’t depend on what happens in $¢gs. For very short times, B builds up in a
roughly first-order process. This initial short @émperiod when B is rapidly increasing and C
increases slowly is sometimes called an inductenop. However, after the concentration of B
reaches a small but significant value, the raggrofluction of product increases limiting any
further increase in B. When k< k', B corresponds to a reactive intermediate and the
concentration of B remains small during the cowfsine reaction as we expected.
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1
0.9 |
0.8
0.7
0.6 k, = 0.10 min
0.5 - k;'= 1.0 min?
0.4 |
0.3
0.2
0-11 [B]

0

(A]
[

Relative Concentration

0 é 1‘0 1‘5 2‘0 2‘5 30

t(min)
Figure 4.1.3: Consecutive reaction mechanism with @10 min* and k = 1.0 min. The
first step is the slow step.

As we have noted before, another way to becandartable with a complicated expression is
to look at the expression in the limit that cor@s to a mechanism that we already know. If
the first step has the smaller rate constant<kk;', Eqg. 4.1.31 reduces to:

[C] = [Alo (1 —€™) (h<<k') 4.1.32

This last result is identical to the result foriraple one-step first-order process, Eq. 3.2.8. The
most important and interesting point is that eveugh C is formed in the step with rate
constant K, the rate constant that appears in Eg. 4.1.8%islower rate constant.kn other
words, the intrinsically slow step is thete determining step The rate of formation of product,
after the induction period, is only dependent anrtite of the first step. You will explore the
case when k>> k;" in your homework (Problem 7). However, we cancypdte that when the
second step is the intrinsically slow step the eotr@tion of the intermediate builds to
significantly higher levels than shown in Figuré.3.

A careful look at Figure 4.1.3 provides a vesgiul insight that we can generalize to give a
method for simplifying and approximating complekeriaws. The concentration of the
intermediate is remarkably constant for most ofdberse of the reaction. This observation is the
basis for the steady-state approximation. Whiig @lways possible to use computer-based
algorithms to numerically integrate the rate lassdomplex mechanisms, it is useful to be able
to develop an approximate method that helps ugveldp our chemical insight.

4.2 The Steady-State Approximation Simplifies Rateaws

Consecutive ReactionsFor the consecutive reaction mechanism, wheriitst step is the
intrinsically slow step, the concentration of theermediate is constant during most of the time
course of the reaction. For the short-time inteatdhe beginning of the reaction, the
concentration of B must increase from zero. Howgewece the concentration of B is large
enough, the rate of the second step increasesthmtiecond step has the same rate as the first
step. After the induction period, then, the timedgive of this approximately constant
concentration of the intermediate goes to zero:
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B
ﬂdTl = k[A] - k;' [B] =0 (k << ki) 421
This approximation is called tlseady-state approximation Adding k' [B] to both sides of the
second equality in EqQ. 4.2.1 shows that the ratéseotwo steps are equal when the steady-state
approximation is valid:

ki[A] = k1'[B] (ks << ki) 4.2.2

Notice that equalities in Egs. 4.2.1 and 4.2.2 aioimply that the concentration of B is zero;
they only require that the concentration of B, diggmall, remains constant. The steady-state
approximation is useful because it allows the catra¢ions of reactive intermediates to be
calculated. For example, we can solve Eq. 4.2.28pr

Bl= 1 (A (a<<k) 423

This value for the intermediate concentration dentbe substituted into the rate law for the
production of product, Eq. 4.1.27, to give:

dg]-mk[ﬂ K[A] (ki<<k') 4.2.4

Notice something quite striking. The rate consthat now appears in the rate law for the
production of product is the rate constant forftre, intrinsically slower step. In other words,
the intrinsically slow step is the rate determingtgp, just as we discovered from Eq. 4.1.32. In
fact, substituting the concentration of A from Edl.28 into Eq. 4.2.4 gives:

JJ—mm]em (k<<k) 4.2.5

which when integrated gives Eq. 4.1.32. The stesddie approximation is a “short cut” that
avoids having to do the exact integrals of all¢bapled steps in a multi-step mechanism.
Remember, however, that the steady-state approximdoes not hold at the beginning of the
reaction. However, all net rates for each reveessitép do approach zero as the reaction
approaches equilibrium; the steady-state approxamdtecomes exaett equilibrium.

The steady-state approximation can be usedvid@ variety of situations to help simplify
complex rate laws. Our goal now is to show you howpply the steady-state approximation to
a variety of important problems. In each case teady-state approximation allows the
concentrations of reactive intermediates to beutaled, which can then be used to simplify the
rate law for the production of products. The theamples we discuss next are nucleophilic
substitution, the Michaelis-Menten enzyme mechaneamd the mechanism for first-order gas-
phase reactions. Each of these examples usesnigeta@-step mechanism that has a reversible
first step. The examples really differ only in gteichiometry.

Reversible First-Step Mechanism — Nucleophilic 8uwiti®n, Sy1: The different reaction
mechanisms that you learned in Organic Chemistyddferentiated by their experimentally
determined rate laws. The Bmechanism is an important example. Consider @artiwith a
good leaving group, X, which reacts by a reversiios-order process to form a reactive
carbocation intermediate,’ RSubsequent to the initial reversible step, tlaetiee intermediate
reacts with a nucleophile, Nugto form the product:
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Ky
RX = R +X 4.2.6
K1
ks
Rt + Nuc: - R-Nuc 4.2.7

If R-X is R-Cl, R-Br, or R-1, then Xis simply CT, Br~, or I'. The nucleophile is often Otbr is
derived from an alcohol. For notational simplioig represent the product as P, where [P] =
[R-Nuc]. The rate law for the formation of produst

%—I: =k [R*] [Nuc:] 4.2.8

This rate law looks quite straight forward untiluyeealize that it includes the concentration of
the reactive intermediate. The concentration ofr#aetive intermediate is often very difficult to
measure or even detect. There are two approaclagptoximations at this point. We can
assume a pre-equilibrium mechanism or use thewtgatke approximation. We start with the
pre-equilibrium mechanism.

Use the Pre-equilibrium Approximation Whenik Small If ko << k; and k;, then the initial
reversible steps can essentially come to equilibrat each point during the reaction. The rate
law for the rate based on the concentration ofélaetant is given by:

B - R+ R =0 lo<<la, k) 4.2.9

At equilibrium the net rate is zero and the rafioh@ products to reactants is then given by the
equilibrium constant:

_k _[RA[X]
K¢ = k_l = [RX] (|@ << kl, k_l) 4.2.10
Solving for the concentration of the reactive intediate gives:
RX
[R*] = KCI[X—_]l (k<<ki, ki) 4.2.11

Substitution of this approximation for the reactimtermediate into the rate law for the
formation of product, Eq. 4.2.8, gives:

d[P] _ k2 K¢[RX] [Nuc:]
dt [X-]

(k2 << ki, k_l) 4212

Notice that [X] appears in the denominator, so[X an inhibitor. Also note the observed rate
constant for this mechanism is actually a prodfiet @mte constant and an equilibrium constant,
that is kps= k2 K.

The pre-equilibrium mechanism is common. Howgtrgs approximation is quite restrictive.
The intrinsic rate of the second step must be nslmier than that of the reversible steps. In this
Syl case, in contrast, once the reactive intermetbates, we expect subsequent steps to
proceed with a large rate constant. So the prdibgum mechanism may not be a realistic
approximation. This is the point where the steadyesapproximation comes to the rescue.
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S\1 General Case with the Steady-state approximatidm use the steady-state approximation
we focus on the rate law for the reactive interragdi

d[i-'-] — + _ + — —
G = ki [RX] — k1 [R¥] [X] - ke [R*] [Nuc:] = 0 (a<<k)  4.2.13

Once again the steady-state approximation alloestimcentration of the reactive intermediate
to be approximated. Solving Eq. 4.2.13 fof]J[R

ki [RX]
k.1 [X7] + k2 [Nuc]

[R*] = (k<< ko) 4.2.14

Substitution of this value for the reactive intetiate into the rate law for the formation of
products, Eq. 4.2.8, gives:

dP] _ ko ki [RX] [Nuc:
dt ~ k.1 [X7] + kg[Nuc:]

(k<< ko) 4.2.15

We can unravel this rate law by looking at somer@jpate limits. When k<< k,, the second
term in the denominator is negligible and Eq. £3jiives the same result as the pre-equilibrium
mechanism, Eq. 4.2.12. You can think of the preigwm mechanism as a special case of the
steady-state approximation. Now consider the begghaf the reaction when [Xis small and
[Nuc:T] is large. The first term in the denominator beesmegligible and Eq. 4.2.15 reduces to:

ﬂd?] = ki [RX] (ki [X-] << kg[Nuc]) 4.2.16

This rate law is first-order in reactant, whictwisy the mechanism is called first-order
nucleophillic substitution or d for short. At the beginning, the reaction is ateorespondingly
zeroth-order in Nuc: On the other extreme, at the end of the reacf¥ri,is large and [Nuc]
is small. The second term in the denominator is negligible and:

d[P] _ ko ki [RX] [Nuc:]
dt — K1 [X_]

(ki [X]>> ko[Nuc]) ~ 4.2.17

In other words, as the reaction proceeds, theiozaapproaches first-order in Nucin this
limit, which corresponds to a rapid reverse prodesghe first step, the results follow the pre-
equilibrium mechanism; Egs. 4.2.17 and 4.2.12 laeesame. One way to verifySbehavior is
to add [X] in large excess at the beginniofjthe reaction. With a large excess of][Xhe
concentration of Xcan be considered constant and can be groupedhsititate constant:

d[P] ( ka ky )
=7 v=l [RX][Nuc:— excess 4.2.18
0t = iy xRN [Nue: ] (excess [X)
With a large excess of [X the reaction shifts to second-order overall. $hits in observed
rate law define QL behavior: zeroth-order in [Nugat the beginning, first-order in [Nug:at
the end, and second-order overall with a large &xo&[X].

At Steady-State All Elementary Steps Have the SlhRate: We can use they$ example to
make several general comments about multi-step amésins. First note that during the vast
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majority of this &1 reaction, the net rate of the reversible firepst equal to the rate of the
second step. To show this equivalence, we canamgerEq. 4.2.13 to show that:

ki [RX] — ki[R*][X] =k [R*] [Nuc:] (ki<<k))  4.2.19
U+ - U. = U2
forward rate reverse rate
first step second step

where we recognize the terms on the left as theatetfor the reversible first step, Eq. 4.2.9, and
the term on the right of the equality as the rdt#ne unidirectional second stap, This result is
worth thinking about. In general for multi-step rhanisms, during the majority of the course of
the reaction the net rates for each step are espglrdless of which step is the rate determining
step? In this specific case, the second step can’t nynfaster than the first reversible process.
The second step is limited by the supply of therimiediate. On the other hand, if the second
step is slower than the first reversible step, tinensecond step becomes the rate determining
step. If the second step is the rate determinieyg, $he net rate of the first reversible process
can’t run any faster than the second step at stetadly. This is the reason we have used the
terminology: “the intrinsicallyslow step is the rate determining step.” We nedtifterentiate
between rates and rate constants. For first-osations, the intrinsic rate of a unidirectional
elementary step is determined by the rate con&tatiie step. For first-order reactions, steps
with small rate constants are intrinsically slowatBluring the vast majority of the reaction all
the steps have the same net rate, if the steatbysgiproximation applies.

What about the rate determining step for moraglex mechanisms? For second-order
processes, the concentration of both reactantstdffe rate of the mechanistic steps and a
complete analysis of the integrated rate lawsHermechanism is required to determine the rate
determining step, if there is one.

Many reactions follow a reversible first-stepainanism. In atmospheric environmental
chemistry one important reaction is the destruatibozone through the disproportionation:

20; - 30 4.2.20
which is postulated to follow the mechanism:
Ky ko
G 2 O+0 0O+Q - 20, 4.2.21
k1

Another important use of the steady-state approttamas for simplifying the rate laws for
enzyme mechanisms.

Reversible First-Step Mechanism — Michaelis-MeMehanism Enzyme catalysis can
follow a wide variety of mechanisms. However, mangyme catalyzed reactions follow the
mechanism:

Ko Ky
E+S 2 ES - P+E 4.2.22
k4

where E is the enzyme, S is the substrate, and Efe ienzyme-substrate complex. Only the
stoichiometry differs from the reversible firstysteechanism that we just discussed. We can use
this example to highlight the general principlegoived in using the steady-state approximation
for any problem. We start by writing the rate law fhe formation of product:
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v :ﬂ(E] = ke [ES] 4.2.23

If the rate law for the production of product inve$ the concentrations of reactive
intermediates, we use the steady-state approximadisolve for the concentrations of the
reactive intermediates. Focusing on the rate lavihf® formation of the enzyme-substrate
complex and applying the steady-state approximagioes:

dES)_ ¢ 1Ens) - ka [EST - K [ESI- O (o<<k) 4.2.24

Solving for the enzyme-substrate complex conceaotrajives:

k2 [E][S]
(k1 + ki)

At this point, however, we have two unknown concaians, [E] and [S]. We can use the mass
balance for the total enzyme concentrations$§E] + [ES], to eliminate one of the unknowns.
Solving the mass balance to give the free enzymeerdration gives:

[E] = [E]o — [ES] 4.2.26
Substitution of this free enzyme concentration iatp 4.2.25 results in:

 (Elo—[ESDIS] _ K,[ELIS] ke [ESS]
ESI= 0 ) = (K, + k)~ (ke t k) (e << k)

[ES] = (k<<k)  4.2.25

4.2.27

Collecting terms in [ES] gives:

k2 [S k2 [E][S]
[ES] (1 * (k.l2 J[r Ill)) = (k1 + k) (ke << ki) 4.2.28
and solving for [ES] gives the steady-state enzguoigstrate complex concentration:
[ES] = 72kl (le<<k)  4.2.29

(k1 + ke + ko[S])

This last equation can then be substituted backtiré rate law for the formation of product, Eq.
4.2.23 to give the final result:

d Ko [E]J[S
Jd? =k [ES] =k (K1 f Elz]+[k2][s]) (k<<k)  4.2.30

which is the final desired approximate rate lawisTdguation is usually rearranged by dividing
both the numerator and denominator bykd defining théichaelis constantas:

+
K sﬁklk—zkll 4231
In terms of the Michaelis constant the rate law is:
Ki [E]o[S]
_JJ —_ kl [ES] (k2 << kl) 4.2.32

(k +[S])
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In homework Problem 13 you will show that the imtgd time course for the reaction is linear
for short times and then the rate decreases apfitbaches [R]= [S]., Figure 4.2.1.

[Slo =2 mM [S]o =3 mM
[P] [P] [P]

/sope(at@ slope = ratg

’t . ’t "= . ;

[Slo =

slope = ratg t

Figure 4.2.1: Enzyme characterization through ahdiédis — Menten kinetic study. Separate
initial rate determinations are first run while yisug the initial concentration of substrate.

In a typical enzyme kinetics study, the initialeat,, is determined while varying the initial
substrate concentration in a series of experimé@nis.convenient method for extracting the
values of k and k; is given by a double reciprocal plot, Figure 4.Eist, Eq. 4.2.32 is
inverted:

1_ku+[S]
u‘kﬂEkﬁ] (lo<<k) 4.2.33

The initial ratep,, corresponds to: [$ [S]o:

1 1 K -
v. ~ K1 [E], + k2 [E1ST (ke << ky, initial rate) 4.2.34

What is the maximum rate for this reaction? The imaxn, Umax 0Ccurs when all the available
enzyme is bound to substrate: [ES] =[Hubstituting the maximum enzyme-substrate complex
concentration into the rate law, Eq. 4.2.23 gives:

_dP]_
=g =

Umax

k1 [E]o (maximum rate) 4.2.35

Substituting the maximum rate into Eq. 4.2.33 gives
1 1 N K
Uo Umax Umax[Slo

This form is called aouble-reciprocal plot because the reciprocal of the initial ratesus the
reciprocal of the initial substrate concentratioveg a straight line with slope skmax and
intercept Wnax Figure 4.2.2. This plot is often called a LineweaBurk plot. However,
double-reciprocal plots often produce high corielatoefficients between the fit coefficients
and in addition the error propagation in calculgg..x from 1/intercept is quite unfavorable.
There are several better ways to extragtadd k, which you will study if you take
biochemistry. A non-linear curve fit directly usitige functional form from Eq. 4.2.32 often
works best. Curve fitting for Eq. 4.2.15 has theeassues and can be handled in double-
reciprocal or non-linear forms.

(ke << kg, initial rate) 4.2.36
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rate,

(s MY

~ntercept =
max

1Sl (MY

Figure 4.2.2: Lineweaver-Burk plot for the deteration ofunax and the Michaelis constant.

The two available parameters from fitting Eq. 4218,ax and ky, are not sufficient to determine
ko or k; separately. Stopped flow or temperature-jump chahnelaxation experiments are
usually necessary to completely determine all #te constants in the mechanism. Please also
note that the Michaelis-Menten mechanism is just @inthe simplest possible mechanisms for
enzyme catalyzed reactions. In particular, manymezreactions show inhibition or allosteric
control, which are not taken into account by theidielis-Menten mechanism. Our purpose here
is to show a useful and interesting example okteady-state approximation.

To summarize the use of the steady-state appaiion, the steps are:

Steady-State Approximation:

1. Write the rate law for the formation of product.

2. Write the rate laws for the formation of anyateze intermediates.

3. Apply the steady-state approximation to allbective intermediates to obtain
approximate concentrations of the reactive inteiated.

4. Mass balance equations are often applied teedserthe number of unknowns, one fewer
unknown for each mass balance.

5. Substitute the reactive intermediate concewinatinto the final rate law.
6. Look at appropriate limits to further simplityet rate law and compare to the rate laws for
simpler mechanisms. For example, assume short timesry long times or assume some
rate constants are much larger than others.

7. Integrate the approximate rate law if desired.

The steady-state approximation cannot be appligteiConcentrations of the intermediates are
not much less than the initial concentration otteats. The steady-state approximation should
not be applied to reactants or products.

Another important example of the steady-stafg@pmation and the reversible first-step
mechanism is the theory of unimolecular reactitmparticular, if elementary mechanistic steps
describe the collisions that take place, how cesaation be first-order? A unimolecular step
implies that no collision occurs; how can the raatbvercome its activation energy barrier?

Example 4.2.2:Unimolecular Reactions — Lindemann-Henshelwood Meism
The following mechanism has been postulated toa@xirst-order reactions.
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k2 I<1
A+A 2 A+ A A* - B+C 4.2.37
ko

where A* is an activated molecule created by theston. Use the steady-state approximation to
show that this mechanism results in a first-ordée faw under suitable circumstances (i.e.,
apply step 6 in the general scheme, above).

Answer Step 1: The rate law for the formation of pragus:

dB
([ﬁ] Ka[A¥] 4.2.38

Step 2: The rate law for the formation of the aatidd molecule as the reactive intermediate is:
d[A*
J—]- = ko[A]? — ko [A*][A] — k 1[A*] = 0 (k2 << kp) 4.2.39

Step 3: Setting this last equation equal to zerm@pply the steady-state approximation and
solving for the reactive intermediate gives:

ko[A] ?
[A¥] = g[zA]L],Tl (o<<k) 4.2.40

Step 4: There is only one unknown in this last équaso we can skip step 4.
Step 5: Substitution of the concentration of thectiwe intermediate into the rate law for the
formation of products, Eq. 4.2.38, gives the fisiahplified rate law:

2
% — kl[A*] % (k2 << kl) 4.2.41

Step 6: The limit k<< k,[A] corresponds to rapid deactivation of the extiteolecule. The
second term in the denominator of this last equasamegligible and:

d[B] _ ki,
dt - kp Al

The net result is an overall first-order reactiaswe wished to find.
Note, however, that whemJA] << k; the reverse process in the reversible first stejnis.
This limit is called slow deactivation, which froy. 4.2.41 leads to:

Al a2

(k2 << kl’ kl<< k_z[A]) 4.2.42

(k << ki, ko[A] << ki) 4.2.43

which is an overall second-order process. The wglaf the Lindemann-Henshelwood
mechanism, in an analogous way to thé 8iechanism, is often verified by determining taer
law under different experimental conditions. At lovitial pressure, A + A* collisions are
unlikely, k;[A] << k31, so that the deactivation step is slow giving@sed-order reaction. At
high pressure, A + A* collisions are likely so dBaation is fast. At high pressure;d< ko[A],
and the unimolecular step is the intrinsically skstep giving a first-order process.
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As you review these last three reversible tspp mechanisms, make sure to note the
similarities in the final rate laws, EQs. 4.2.1%.80, and 4.2.41. This general mechanism is one
example of how a particular mechanistic sequennettan be used in a variety of different
applications. Continuing with our theme of explgrihe steady-state approximation, we now
wish to consider more complex multi-step reacti@cthanisms. Again, there are many possible
application areas to choose from to illustrateuthderlying principles. Many atmospheric,
aguatic, and enzymatic reactions involve reactivermediates that participate in a series of
steps. These reactions often follow chain mechasi3ine processes that are involved in
stratospheric ozone destruction and troposphenao®production are chain mechanisms.

4.3 Chain Mechanisms and Autocatalysis

Chain mechanisms are characterized by steps thatioee a reactive intermediate but then
produce one or more reactive intermediates. Swgssire calledhain propagation steps,
because the net number of reactive species isckegtant or increased. The reactive
intermediates in chain propagation steps are calath carriers. Odd electron atoms and
molecules are often called free radicals. Chainexarare often free radicals. For example,
chlorine and bromine atoms,-@nd Bk, are reactive odd-electron atoms that are chanecs
in stratospheric ozone depletion.

The gas phase reaction:

H, + Br, -~ 2 HBr 4.3.1
is a well-studied chain reaction. The experimentddtermined rate law is quite complex:

d[HBr] _ ka[H2][Brz]”

- 432
dt [HBr]
Ko+ KTy

where k, ky,, and k are empirically determined rate constants. The igda postulate a
mechanism that agrees with the experimental rateTae proposed mechanism is:

ke
Be - 2Br initiation 4.3.3
ke .
Br+H, -~ HBr+H propagation 4.3.4
ks
H+ Br, - HBr+Br propagation 4.3.5
ke _—
H+ HBr - H,+ Br inhibition 4.3.6
ke .
2 Br- Br breaking 4.3.7

A chain mechanism begins with the formation of aicltarrier in annitiation step, which is

Eq. 4.3.3 for this reaction. The chain initiatidagsis followed by one or more chain propagation
steps. The propagation steps cycle producing ptecgund additional reactive intermediates that
carry the chain mechanism forward. The chain prapag steps compete with reactions that
decrease the net number of chain carriers. Suphk ate calleg¢hain breaking steps. Chain
reactions are often quite rapid because the chapagation steps don’t consume the net pool of
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reactive intermediates. Chain breaking steps st@notverall process. On the other hand, some
steps consume product, but still produce chairigrarrSuch steps are callelalain inhibition
steps.

It is not obvious that the above proposed meshanesults in the observed rate law. One
approach is to use the steady-state approximatismtplify the overall rate law. In this
mechanism, the free radical chain carriers aredHBaratoms. We need to apply the steady-state
approximation to both of these reactive intermexiaFollowing step 1 in the general steady-
state approximation scheme, we formulate the eatefdr the formation of products:

d I;tBr = ko [Br][H 2] + ks [H][Br 2] — ks [H][HBTr] 4.3.8

This rate law is clearly not in the final desiredrh because the free radical chain carriers are
involved. This juncture is where we can use thadtestate approximation to solve for the
steady-state concentrations of the reactive intdiraes. Writing the rate laws for [Br] and [H]
gives:

go%rl = 2 ki[Br] — ko [Br][H 2] + k3 [H][Br 2] + ks [H][HBI] — 2 ks[Br]*= 0 4.3.9

S =k [BrlIH — ks [HIIBr:] ~ ks [HIIHBA] = 0 4.3.10

where we set each rate law equal to zero to sdhsfgteady-state approximation. These last two
equations provide two simultaneous equations inunknowns, [H] and [Br]. If we add Eq.
4.3.9 and 4.3.10, the middle terms of Eg. 4.3.eband the result is:

0=2k[Bry] -2 k[Br]? 4.3.11

which we can solve for the Br atom concentration:

[Br] = Gz—; [Brz])% 4.3.12

We can solve Eq. 4.3.10 for the hydrogen atom aanaton and then substitute for [Br] from
this last equation:

Ko\ 1
_ kz[Br][H 2] ~ k2 (k_i) [H 2][Br2] &
~ ka[Bro] + ke[HBr] — ks[Brs] + ka[HBr]

Notice that Eq. 4.3.8 and 4.3.10 have tH8H[H ;] and — k[H][HBr] terms in common. Since
Eq. 4.3.10 is equal to zero, subtracting Eq. 4.8dt Eq. 4.3.8 will cancel the common terms,
but leave the overall rate law unchanged:

ﬂ%l = ke [Br][H2] + ks [H][Br 2] — ks [H][HBI]

—( 0 =Kk[Br][Hz] — ks [H][Br2] — k4 [H][HBI] )

[H] 4.3.13

d[HBr] HdtBr - 2 H][Br 2] 4.3.14
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Finally, we can substitute the H atom concentrafitom Eq. 4.3.13 into Eq. 4.3.14 to give:

d[HBr] _ 2 ks ko ki”2 ks™2 [H2][Br2]*2 [Bry] 4.3.15
at - ks[Brz] + kaHBr] -

Dividing numerator and denominator of this lastaqn by [Bg] gives the final result:

d[HBr] _ 2 ks ko ki”2 ks 72 [H][Br ] 72

dt  — ke + [HBr] 4.3.16
3 |<4[sz]

which is an equation only a chemical kineticistlddove. Comparison of this final result with
the experimentally determined rate law, Eq. 4.8@ws the same functional form. The
experimental rate constanttkirns out to be a composite of the rate consfantseveral
mechanistic steps, whilg k ks, and k = k;. It is important to note that the agreement betwee
the experimentally determined rate law and the leatepredicted by the proposed mechanism
does not prove that the mechanism is the correchamsm, nor the only mechanism.

Notice also that this proposed mechanism hagéwersible steps: Egs. 4.3.3 and 4.3.7 and
also Egs. 4.3.4 and 4.3.6. The full mechanism eaeduivalently written as:

ke
Be = 2Br initiation, breaking 4.3.17
ks
ke .
Br+H, 2 HBr+H propagation 4.3.18
ke
ks
H+ Br, - HBr+Br propagation (4.3.5) 4.3.19

The reverse of Eq. 4.3.5 (4.3.19) was not consitddBecause all the proposed steps are not
reversible, this proposed mechanism violates acjpl@ called “detailed balance,” which we will
discuss in Sec. 4.5. As a consequence, this mestharan only hold at the beginning of the
reaction, away from equilibrium. As the reactiopagaches equilibrium the proposed complete
mechanism must include the exact reverse of eachaneéstic step. However, this example
serves nicely to introduce the concept of chaitation, propagation, and termination steps. The
trick we used in adding and subtracting rate law#he derivation of Eqs. 4.3.11 and 4.3.14, is a
very handy technique to master as you work furtibecomplex mechanisms. However, there is
one more important type of mechanistic step foircheaechanisms.

What causes explosions? Explosions are verd i@pd exothermic chemical reactions that
have chain branching stepschain branching step is a chain propagation step that increases
the net number of chain carriers. The reaction 2 @, - 2 H,O is a very important example:

H, +0O, - 2.0OH initiation

H, +«OH - H+ H0 propagation

G +H 5 «O-+.-0OH branching

O +H, - OH+ b branching 4.3.20

The odd electron, neutral hydroxyl radio®H, is also an important free radical intermediate
many atmospheric process. Remember that grourelestggen molecules have two unpaired
electrons; the electron configuration for grouratesbxygen is Z2<2p*:
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O: (ground state) 4.3.21
2s 2p

Such an electron configuration results imiplet state. For convenience we symbolize triplet
oxygen atoms in the mechanism@s. Triplet oxygen atoms are highly reactive. (Rememb
also that ground state oxygen molecules also haveihpaired electrons and can be
correspondingly symbolized &3,..) Notice that the two chain branching steps coresame
reactive intermediate on the left and produce tactive intermediates on the right. The net
increase in chain carriers in chain branching stgpatly accelerates the reaction to the point of
an explosion. The rapid and highly exothermic ratfrthe oxidation of hydrogen makes
hydrogen a useful fuel. Hydrogen was the fuel lier main engines of the space shuttle. Many
feel that hydrogen should become a commonly useportation fuel as a substitute for
petroleum. Chain branching steps are a specifimpl@of a process called autocatalysis, which
has important applications in some enzymatic reastas well as combustion reactions.

In Autocatalysis, Products Catalyze the Reactigkutocatalysis is a more general phenomenon
than chain branching. A simple form of autocataysigiven by the following reaction with a
rate law that includes the concentration of thelpob:

ARe g —ﬂd/—?l = kas [A][B] 4.3.22

where a corresponding single-step mechanism mggli@imong other possibilities):
A+B 2B 4.3.23

The rate of an autocatalytic process increasesthlproduction of products, because a product
is also a reactant for one or more mechanisticss#&p autocatalytic reaction requires that both
A and B be present at the beginning of the reacii®jaz 0, otherwise Eq. 4.3.23 cannot occur.
Autocatalytic processes show an induction periollipdved by a rapid rise in rate as products
begin to build, but then finally the rate slowsaaactant is exhausted. A simple first-order
reaction is compared to an autocatalytic processdaal rate constants in Figure 4.3.1.

1.2
151
1 order

08 -
@ 0.6

autocatalytic

0 50 100 150 200

t(s)
Figure 4.3.1: An autocatalytic process shows andtidn period, followed by a rapid
increase in rate. The rate constant is 0.arsd [A], = 1 M, [B], = 0.01 M. The initial rate of
the autocatalytic processus= 0.1 §* (1 M)(0.01 M), as compared to a corresponding-firs
order reaction witlhv,= 0.1 §' (1 M), giving the slow initial rate for the autdabytic process.
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Autocatalysis is an example of a general phenomeated positive feedback. The loud squeal
sometimes heard from public address systems il@anobmmonly encountered example of
positive feedback. A biochemical example of an eatalytic reaction is the conversion of
trypsinogen to trypsin. Trypsin is a proteolytizgme used to degrade proteins in food in the
digestive system. The pancreas maintains a pdobkefive trypsinogen until required, at which
point a small peptide is cleaved from the termiolsypsinogen to produce active trypsin in an
autocatalytic process. The autocatalysis providesdpid conversion of the enzyme to meet the
sudden demand of the digestive system. Other exanimtlude the combustion of hydrocarbons
at high temperaturdsind the degradation of aspirin to salicylic adid acetic acid.

Autocatalytic steps also play an important rolsame clock reactions and especially oscillating
reactions, which operate far from equilibrium.

Example 4.3.1: Chain Mechanisms and Autocatalysis

Iron is a necessary nutrient for bacterial and gpignkton growth in natural waters. The
biological availability of iron is dependent on ttedative amounts, that is the speciation, of iron
between Fe(ll) and Fe(lll). Fe(ll) is readily sollelland easily acquired by bacteria and
phytoplankton. However, Fe(lll) forms hydroxo comyéds and Fe(OH}hat precipitates iron
from solution and makes Fe(lll) unavailable. In gagated waters, Fe(ll) is rapidly oxidized to
Fe(lll), making the pool of iron largely unavailaldor biological growth. The mechanism for
Fe(ll) oxidation has been extensively studied beeanf its importance for regulating biological
productivity. The proposed mechanisnf is:

Fe(ll) + Q k_l. Fe(lll) ++03 4.3.24
Fe(ll) +.03 + 2 H' k_z. Fe(lll) + O, 4.3.25
Fe(ll) + HO, k_s, Fe(lll) ++OH + OH 4.3.26
Fe(ll) +OH k_4. Fe(lll) + OH 4.3.27

The«O;z ion is called superoxide. Since the reaction msaticonstant pH, the rate constant for
Eq. 4.3.25 is defined to include the'Joncentration, k= k[H*]?. The pool of reactive oxygen
intermediatessO3, H.O,, and+-OH, also plays an important role in many other siguadox
processes. (a) Find the overall stoichiometryldbhtify the chain initiation, propagation,
termination steps. (c) Is this process autocattytil) Use the steady-state approximation to find
the steady-state concentrations of the reactieznmdiates. (e) Find the overall rate law under
steady-state conditions.

Answer (a) Adding all four steps gives a 4:1 stoichibméor Fe(ll) oxidation by @
AFe(I)+Q+2H - 4Fe(ll)+20H 4.3.28

(b) Step 1 is the chain initiation step. Steps @ Zuare chain propagation steps. Step 4 is a chain
termination step, since no reactive oxygen spesipsoduced.

(c) This mechanism is autocatalytic, especialllgigh Fe(ll) concentrations, since the products
of reactions 1, 2, and 3 further react with reacka{ll).*

(d) The rate laws are:
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dFedhl th“ = — ki [Fe(IN][O2] — k2 [Fe(IN][-Oz] — ks [Fe(I)][H202] — ks [Fe(ID][-OH]  4.3.29

: -dCt)i = ko [Fe(IN][O2] - kz [Fe(IN][-O2] = 0 4.3.30

—d[HJtO E ke [Fe(I)][-O3] — ks [Fe(I)][H20;] = 0 4331

d[-OH
=ML (Fe(]IH04 - ks [Fe(ID][-0H] = 0 4.3.32
Applying the steady-state approximation §0p from Eq. 4.3.30 gives:
- - k]_ |02|
ki [Fe(IN][O2] = ka [Fe(I)][-O2] or [Oj] = K, 4.3.33
Applying the steady-state approximation faiQd from Eq. 4.3.31 and substitution of Eq. 4.3.33
for [«O7] gives:

Ko [O5] ki[O

kz [Fe(IN][-Oz] = ks [Fe(IN][H202] or [HO7] =

Similarly the steady-state approximation {OH with Eq. 4.3.34 gives:

ks [Fe(l)][H202] = ks [Fe(I)][*OH] or FOH] = ks “;joz] k 15402] 4.3.35

The concentrations of the reactive intermediatetestdy state are then predicted to be
completely determined from the dissolvegld@ncentration. The ratios of the reactive
intermediates are completely fixed at steady digte, ks, and k.

(e) To find the overall rate law at steady state fist need to look for a simplification of
Eq. 4.3.29. Notice from Eqgs. 4.3.33-4.3.35 that:

ki [Fe(IN][O2] = kz [Fe(IN][+Oz] = ks [Fe(I][H20] = ka [Fe(IN][-OH] 4.3.36
Then, substitution of l{Fe(I)][O,] for each of the last three terms in Eq. 4.3.2@&g)
ﬂF_gt@l =—4 k [Fe(ID][O] 4.3.37

In natural waters, the saturated,J@oncentration at 20°C is near 230-384 and the total iron
concentration is often in the micromolar or subsimicolar range. In well-oxygenated water,
then, Q is often in excess and the oxidation of Fe(IQ isseudo-first order process.

4.4 Oscillating Reactions

Oscillating Chemical Reactions are Autocatalyic &ems Far from Equilibrium Reactions
near equilibrium approach equilibrium with simpigenential time dependence, Sec. 3.6.
Classical kinetics leads us to expect smooth maemotane evolution towards the equilibrium
state. It is quite striking then to discover thaing reactions show concentration profiles that
oscillate in time. The Briggs-Rauscher reactioaris of the first laboratory examples of an
oscillating reaction, Figure 4.4°IThe mechanism of the reaction is complex, bubtlik of the
reaction is the oxidation of malonic acid by iodatel hydrogen peroxide in acidic solution:
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103 + 2 O, + CHy(COOH) + H" - ICH(COOH) + 2 Oy + 3 H,O 4.4.1
The iodination step is given by:

I, + CH(COOH) — ICH(COOH) + I" + H' 4.4.2
where thedis generated and consumed by the reaction,©f Mith 103:

5H0,+ 2103+ 2H — [, +5Q(g)+ 6 HO 4.4.3

5HO, +1, - 2103+2H +4HO0 4.4.4
Adding these two reactions shows that the net résthe catalytic diproportionation of,8,:

2H0, - O (g +2HO 4.4.5

The release of &rom the solution and consumption of malonic aaiéntually drive the
process to equilibrium.

10
10’5 F r H H
07 ) 5 H\C/ 0. '\C/ 5
N NN N
[ [
10° HO OH HO OH
10’9 I I I I I I ] ) . . H H
0 1 2 3 4 5 67 Malonic acid, MA lodomalonic acid, IMA

t (min)

Figure 4.4.1: Periodic variation of during the Briggs-Rauscher reaction, measured by a
Agl/Ag electrode’ Typical conditions are: [I§) = 0.067 M, [HO,] = 1.2 M,
[CH2(COOH)] = 0.050 M, [Mrf'] = 0.0067 M, [HSOy] = 0.053 M.

The reaction is catalyzed by ¥fnStarch indicator is added to detegtte starch-4complex is
dark blue. During the reaction, the color changg®atedly from pale yellow to dark blue and
back again. Oscillations continue up to 10 minuaesl then the reaction goes to equilibrium
giving a dark blue-black color. The discovery ofitlating reactions was quite unexpected.
However, upon reflection, we are surrounded byllasicig reactions. Many oscillating reactions
occur in nature that have diurnal, lunar, or seakoycles. Alpha and beta brain waves and heart
beats are oscillating reactions on shorter timéescdhese biological examples show that
coupled enzymatic processes can give oscillatiemder the proper conditions.

In general, oscillations are common in couplesteams with positive feedback, such as the
squeal from public address systems. Positive feddimachemical systems is provided by an
auto-catalytic step. The requirements for an aat@ilty chemical reaction afe:

* The reaction starts far from equilibrium
« The mechanism includes an autocatalytic stepngipositive feedback

Oscillating reactions in closed systems are diffitmconstruct. However, running oscillating
reactions in a flow reactor allows the overall thspment of the system to remain far from



150

equilibrium. A simple mechanism in a flowing systédmat satisfies the requirements for
oscillation is the Lotka-Voltera mechanism:

ks
M+A o 2A
ko
A+B - 2B
ks
B~ P 4.4.6

The M species is supplied at constant conceaitrat he final product P flows out of the
reactor. The first and second step are autocataigips with the rate laws = k; [M] [A] and
U2 = ko [A] [B]. Consider an initial state with high A arlow B concentrations. As autocatalytic
reaction 2 progresses, the concentration of B as&e, gradually at first and then rapidly as in
Figure 4.3.1. As the concentration of B increagess, consumed. The decrease in concentration
of A decreases the rate of reaction 1. At that fpii@ concentration of B is high and A is low.
Since A is low, the rate of reaction 2 then deaeamd B is removed from the reactor by the
formation of final product. Then as reaction 1 pesges, the concentration of A increases,
gradually at first then rapidly by the autocatalyirocess and the cycle repeats.

Example 4.4.1:Lotka-Volterra Mechanism

Find the steady state concentrations for the Lot&lerra mechanism. Do a numerical
simulation with [M] = 1.0 M, [Ab=1 M, [Blo=1M, k = 0.1 M*s* k, = 0.1 M* s?,

ks = 0.05 &. Then repeat the simulation using the steady stateentrations of A and B.

Answer The rate laws ar ddAt\ =—Ik[M][A] + 2 k1 [M][A] — k2 [A][B] =0

d[B
4Bl _ cjaliB) + 2 k. [ATB] - ks [B] = 0
At steady state the rates are zero. Simplifyingteerate laws and factoring out the common
concentration gives, respectively:

[Al(k1 [M] - k2 [B]) =0 giving (k [M] —kz[B]s9 =0 and then [B{=k, [M]/k
[B](k2[A] —k3) =0 giving (k[A]ss—k) =0 and then [&J= ka/k:

For the given conditions: [B]= ki [M]/k, = 0.1 M* s%(1.0 M)/ 0.1 M* s*=1.0 M
[Alss= ka/k, = 0.05 §/0.1 M* s = 0.5 M

A simulation was run with the “Kinetics Mechanisimalation” applet on the textbook

Web site and on the companion CD, as shown beltv.cbncentrations of A and B oscillate in
time, Figure 4.4.2a. A plot of [B] versus [A] shotie relative relationships of the two
concentrations. Figure 4.4.2b. After an initialedment, the reaction settles into a repeated
pattern with the concentration of A is at its manximwhen B is near average and the
concentration of [B] at maximum when [A] is neaeeage. This closed, repeating time course is
called acycle The simulation with [A]= 0.5 and [B} = 1 M corresponds to the steady-state,
giving negligible variation in concentrations witme. The center of the cycle corresponds to
the steady state concentrations.
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Figure 4.4.2: (a). The Lotka-Volterra mechanismegiwscillatory concentrations for A and
B. (b). A plot of [B] versus [A] shows the relativelationships of the concentrations. The
concentration of A is at its maximum when B istataverage.

Autocatalysis is the key that allows the systeravoid the monotonic approach to equilibrium.
Returning to the Briggs-Rauscher reaction, theysatsid mechanism fs:

2H + I+ 105 - HOI + HIO,
H"+ HIO, + I - 2 HOI
HOl+ T +H - I, + H,0
HIO, + 103+ H = 210, + H,O
2 HIO, » HOI + 105 + H'

10, + M?* + H,O — HIO, + MnOH*
H,0, + MNOH" — HO, + M + H,0
2HG - HO+ O,

I, + MA - IMA + 1~ + H"
HOI + H,0, — I+ O, + H + H,O

Step 1
Step 2
Step 3
Step 4
Step 5

Step 6
Step 7
Step 8

Step 9
Step 10
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Steps 1-3 consumetio produced Steps 4 and 6 combine to give auto-catalysiq &t&hows

the Mrf* catalysis of the decomposition of ACStep 7 regenerates the catalyst. Step 8 is a chai
termination step. The iodination of malonic acidstap 9 and the reaction of HOI with®
generate'l Many oscillating inorganic reactions have beesigieed and oscillating enzymatic
reactions are a fertile area of study in biochemistystems biology, and ecology.

The Briggs-Rauscher mechanism given above @iptete, because reverse reactions are not
included. The mechanism is only valid far from déiguum. We now continue with a discussion
of how to develop complete mechanisms that hold theeentire course of a chemical reaction
and that are consistent with fundamental principles

4.5 There Are Important Restrictions on Complete Mehanisms

All chemical reactions are inherently reversi@equilibrium. As a reaction proceeds, the
system eventually approaches equilibrium when ¢inedrd and reverse reaction rates are equal.
How is reversibility established for multi-step rhaaisms? For a reaction at equilibrium, the
forward and reverse reaction rates for each eleangstepn the mechanism must be equal.

This requirement is calledetailed balance For example, consider the possibility of a cyclic
reaction with only unidirectional steps:

B
kAV *BC
A <«<— C

Kea 451

The equilibrium state is a time-invariant stateisidystem may be kept in a time-invariant meta-
stable state by a careful balancing of the threpsstHowever, the system cannot be at
equilibrium and equilibrium thermodynamics does apply® For example, the three
unidirectional reactions approach a steady statediferently than a reversible process
approaches equilibrium; the approach of the unitimeal steps to a steady state shows
oscillatory behavior, but a reversible system apphes equilibrium in an exponential process
(e.g., after a temperature or concentration jurep,Rroblem 34 and Sec. 3%6)A given
incomplete mechanism might be valid for early stagjea reaction. However for the system to
be at equilibrium, each reaction and its exactnemmust occur at the same rate:

B
k
e B\
A S C
H
< 452

A complete mechanism then includes a series ofdaiwgteps and the exact reverse for each
step. The sum of the forward processes must gevevkrall reaction stoichiometry. We now
explore the ramifications of the principle of dé&tdibalance to highlight the interrelationships
between chemical kinetics and chemical equilibritmChapter 1 we pointed out that chemical
kinetics and chemical equilibria are disjoint. Th® approaches study very different aspects of
chemical reactivity, and it is important not to tuse the two. However, as a reaction approaches
equilibrium, chemical kinetics and equilibrium priples must be consisterithis self-

consistency is a powerful tool that helps us urtdadsthe underlying relationships in reaction
mechanisms.
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At Equilibrium the Forward and Reverse ReactioneRatre Equal In Section 3.4 we discussed
that at equilibrium the forward and reverse reactetes are equal. However, in our treatment
we needed to assume a specific reaction ordelafdr reactant and product. The relationship
between the overall forward and reverse reactitasnaust be independent of the molecularity
of intervening mechanistic steps. We shouldn’t nieeshake any assumptions in deriving the
relationship between the overall forward and rexeases at equilibrium. Consider an overall
reaction, A + BZ C + D, composed of three mechanistic steps. katihtion purposes, we
choose the steps so that we can illustrate diffestanchiometries and a variety of reaction types:

Kam

2A+M 2 A+ M Step 1 4.5.3

A

Kag

A+B 2 A+X Step 2 454
XA
kx

X - C+D Step 3 4.5.5
Koc

where M is a catalyst or third body and X is a tadntermediate. The equilibrium constant for
this overall reaction is simply:

Keq= G%]]%)eq 4.5.6

How does this simple equilibrium expression reBuolin the proposed mechanism? According to
detailed balance, the forward and reverse ratesddn mechanistic step are equal at equilibrium.
We can then write equilibrium expressions for eadividual mechanistic step:

K

7= M -k M =0 Kea= (3G = as
K

Vg B -k AIXI=0 Keo=(faye) =S 458
k

L& ke [X] — koc [CI[D] = 0 Keq:3= (%(?l)efk_sc 459

whereé; &, and¢s are the extents of each step. The mechanistis sephe forward processes
add to give the overall reaction stoichiometryyéiere the product of the equilibrium constants
for the individual mechanistic steps always givesaverall equilibrium constant:

Since Keq,1 Keg2z and Kegzare each constants, the overall Kust also be a constant. In other
words, the overall equilibrium ratio of productsréactants is given by the overall reaction
stoichiometry and is independent of the moleculasftthe intervening mechanistic steps.
Substituting Eq. 4.5.7-4.5.9 into Eq. 4.5.10, tkerall equilibrium constant is then given by:
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_ kam Kag kx.
€q kMA kXA kDC

which has all the forward rate constants in the enator and all the reverse rate constants in the
denominator. We derived Eg. 4.5.11 for a specifechanism. However, notice that the final
results will be true for any number of steps witly anolecularity. We just chose a specific
example to make the derivation less abstract. Aergeneral expression is:

K 4.5.11

k ks K
A+B = C+D = E+F = G+H ..
5 5 <
. Ky ko ks....
with Keq=#f_3_m 4.5.12

Egs. 4.5.11 and 4.5.12 tell us something el#e guportant. In setting up a mechanism, not all
the rate constants and the overall equilibrium tamtsare independent. In most experimental
circumstances, the equilibrium constant is knovamflequilibrium measurements, but it is often
difficult to measure the rate constants for all techanistic steps. For example, in Eq. 4.5.11,
once the overall equilibrium constant is measuratifeve of the six rate constants have been
determined, the sixth can be calculated using tleeatl equilibrium ratio.

Cyclic Reaction Mechanisms Have an Important Camstr We began this section by
considering a cyclic mechanism. You might suspeat ¢yclic mechanisms are uncommon.
However, cyclic mechanisms of the general typeqn45.2 are quite common, especially in
biochemistry**** Detailed balance is an important principle thdp&euide the proper
construction of complicated, complete mechanisnalldf/pes. Two examples of cyclic reaction
mechanisms are shown in Figure 4.5.1. Figure 4i5.4a enzyme mechanism when the product
forms a stable complex with the enzyme. Figureldé.Shows the processes that are active in
aqueous solutions of weak acids. For weak acicbprsansfer, all these steps, which include the
weak acid dissociation, conjugate base hydrolgsid,auto-protolysis of water, are needed to
understand kinetics experiments in weak acidsclfdic mechanisms in general, each cycle in a
mechanism provides an additional constraint ors#tef rate constants.

1) (2) 1) K, 2

K1z
E+S k<—_> [ES] HX + H,O k(—_) H™+ OH + HX
21 21
klg k32/ NH kgz//
kg& Kys Ks1 Kos
[EP] H"+ X + H0

(3) 3)
(@) (b)

Figure 4.5.1: Two examples of three-state cyclacten mechanisms. (a) The Michaelis-
Menten mechanism is extended to include the fooonaif an enzyme-product complex.
This mechanism is one example of product inhibiti@) The dissociation of a weak acid in
aqueous solution, for example acetic déiBfor this mechanism k= kio/ko1, Ka = kig/kax,

and for the conjugate base, K kso/kzs.
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Consider the cyclic reaction in Eg. 4.5.2. Thaikbrium constants for each of the mechanistic
steps, taken in the order A B - C - A, are:

_ Iﬁl) _ (El) _ (IAL)
<= ()., 2Bl "= 1Ceq 513
Notice that the product of the equilibrium conssaatound the cycle gives:
_ JEl) (El) (Iél) _
K]_ K2 K3 - ([A] eq [B] eq [C] eq— 1 4.5.14

In other words, the net process iSTAA, which has an equilibrium constant of one. Follny
Eq. 4.5.12, we can also do the product of the dajitim constants in terms of the forward and
reverse rate constants around the cycle:

_kas _kac _kea
K]_ - kBA K2 - kCB K3 - kAC 4.5.15
giving:
_ kag Kec kea
Ki Ky Kz = Kea Ko Kac — 1 45.16

In other words, the product of all the forward ret@stants divided by the product of all the
reverse rate constants is equal to one. The raatidit of this result is that for cyclic
mechanisms not all the rate constants are indepénéer this example, once five rate constants
are specified, the sixth is to be calculated fraqm45.16. For reactions with more than one
cycle, there is one dependent rate constant péz tyt'®

Example 4.5.1: Cyclic Mechanisms

How many independent rate constants are needegtéotine the kinetics of proton exchange in
agueous solutions of acetic acid if two equilibrinanstants are known? The mechanism is
given in Figure 4.5.1b. TheKor acetic acid is 1.75x10and Ky is 1.008x10* (or alternatively

if the concentration of water is treated expliGit = [H2O]e/Kw = 5.489x1&° at 298.2 K; see
Sec. 3.6). Give the relationships that relate #te constants to each other.

Answer Because of the cyclic mechanism, the numbendépendent rate constants is five. The
relationship around the cycle is based on Eq. 8:5.1

K12 Koz K31 _
K21 Ka2 K13

The specification of the acid dissociation constigt= k;3/kss, relates ks and k;. The auto-
protolysis equilibrium constant for water relatesdnd k. The result is that threedependent
rate constants need to be determined. If the veatezentration is included in the equilibrium
constant, k = kio/ko;. [Note that, if the concentration of water is teghexplicitly, K = kai/ki2
(see Sec. 3.6).]

1
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Catalysis Doesn’'t Change the Equilibrium Constanother example of a reaction mechanism
that follows the form of Eq. 4.5.1 is a reactioattls catalyzed through the formation of a
reactive intermediate. Consider the overall reacfia” C, with the mechanism A B -~ Cas a
catalyzed path in the forward direction and @ an uncatalyzed path in the reverse direction. Is
such a mechanism possible? One important ramiicaif detailed balance is that the forward
and reverse mechanism for a catalyzed reaction beudte same. In other words, if the forward
step is catalyzed, so must the reverse step. Tdpepmechanism for a catalyzed path and a
parallel uncatalyzed path is then Eqg. 4.5.2. Thalgzed and uncatalyzed processes occur in
parallel. The net result is that the equilibriunmstant for a catalyzed reaction is unchanged from
the uncatalyzed reaction; both paths must haveahe equilibrium constant since they connect
the same two states, A and C. We should look atffieets of adding a catalyst in more detail.
Consider the reaction progress for typical rgjkep reactions, Figure 4.5.2. The horizontal
axis is the reaction progress. The reaction pregresesponds to a concerted reactive
asymmetric stretch that corresponds to stretchiiadponds that are broken and contracting the
bonds that are formed. This motion brings aboubtived breaking and making steps for the
reaction. The peak in the reaction profile corresjsoto the formation of the transition state. The
transition state is an unstable point on the reaqgtath that exists for a fleetingly short time,
often only a few femtoseconds (1 fs = 1¥18). Assume that the reaction is taking place at
constant temperature and in a constant volume hé&smember from General Chemistry that
the internal energy change for the reactiyhl’, is the appropriate measure of the energetics of
the reaction at constant temperature and volumee that General Chemistry texts use for
internal energy changes, but the internationaldstethis to usé&U, instead. For an exothermic
reaction the change in reaction internal energyeggative. For an endothermic reaction the
change in reaction internal energy is positive. &hergy necessary to reach the transition state
from the reactants is;Fand the energy necessary to reach the transite fsom the products

is B

A A

o =y
()
L c
T L
< c
£ c
[} Q
+— +~—
£ S £ S
reaction progress reaction progress
(a) Exothermic reaction (b) Endothermic reaction

Figure 4.5.2: Reaction profile for an (a) exotheriand (b) endothermic reaction at constant
temperature and volume.

Using Figure 4.5.2, the activation energies forforevard and reverse processes are related
through the reaction internal energy:

Bar — B =AU° (cst. V)  4.5.17
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Also from General Chemistry, remember that the @pthchange for the reactiofy,H®, is the
appropriate measure of the energetics of the mraati constant temperature and pressure. If the
reaction is bimolecular in both directions or takésce in solution, the difference in activation
energies is also equal to the change in reactitraky:

Eat— B =AH° (cst. P or bidirectional-bimolecular or dadn) 4.5.18

The equilibrium constant for the reaction is gii®nthe ratio of the forward and reverse rate
constants, which in turn are given by the corredpanArrhenius expressions:
As g E/RT

ki
Keq:E :Ar?Ea'/RT 4.5.19

where A and A are the pre-exponential factors for the forward eeverse reactions,

respectively.

Catalysts act on elementary steps by decreésengctivation energy or by increasing the pre-
exponential factor. We will return to reaction plesg and catalysis after we have covered
statistical mechanics, at which point we will béeatio be much more specific and complete in
our description of reaction profiles. However, fmw, we wish to focus on the activation energy
and the reaction profile to help understand theratdtion between catalysis and the equilibrium
constant for a single-step reaction.

Assume that a catalyst lowers the activatiomggnéor the forward process by an amognt

Eor'= Ey—¢ 4.5.20

Then from Figure 4.5.3, the activation energy f@ teverse process must also be lowered by the
same amount:

cat
Ey =Ex—¢ 4.5.21
A A
o 2
[} )
c c
L w
T ©
c c
S S
[} [}
+— —
£ 5 k= S
reaction progress reaction progress
(a) Original reaction (b) Catalyzed reaction

Figure 4.5.3: Reaction profile for an (a) uncatatyand (b) catalyzed reaction. If a catalyst
lowers the activation energy for the forward prageise activation energy for the reverse
process is also lowered by the same amount.

Assuming Arrhenius temperature dependence, using.bdL, the forward rate is accelerated to:
k3 = A @ (Ear -ORT 4.5.22
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and the reverse rate is accelerated to:
k= A, @ G -8IRT 4.5.23

where K and k™ are the rate constants for the catalyzed readtowever, notice that the
equilibrium constant, which is the ratio of theviard to reverse rate constants, remains
unchanged:

cat _ kfcat_ As g (Far - &)RT A @ Ear/RT /RT A g EART B
Keq kAT A, @ (Ear -8)/RT — A, g Ea/RT gf/RT ~ A, g E/RT = Keq 4.5.24

This result is a consequence of detailed balanetiled balance can also help with construction
of rate laws.

Activation Energies for Elementary Steps Combin@ite the Overall Activation EnergyWe
mentioned in Chapter 3 that the activation eneog\afreaction can be a negative number. How
can that happen? Another important and relatedtigmeis how does the overall activation
energy for a reaction depend on the activationgegifor the elementary steps in the
mechanism? To answer these questions, we firsiressurhenius behavior for the overall
reaction and each elementary step. From Eq. 3dki®g the temperature derivative of both
sides of the equation at constant volume gives:

dink E;
9T =RT (cst. V) 4.5.25

for the overall reaction. This equation can als@pglied to each individual elementary step.
Consider the @L mechanism as a typical multi-step mechanismth&rcase given in Eq. 4.2.17,
the rate law has the form:

d[P] _, [RX] [Nuc:]

= v (ki [X-] >> k[Nuc])  4.5.26

with the effective rate constant, k zlg/k.;. We can then find the overall activation energy
using Eq. 4.5.25 for each elementary rate constant:

dlIn k_d'nkz dlIn k]_ dIn kl_Eaz Eai Eaan
dT -~ dT 't dT — dT —RT?PTRT?RT 4.5.27

where E; is the activation energy for the forward directionthe first step, k; is the activation
energy for the reverse of the first step, apgi€the activation energy for the formation of
product. Comparing Eq. 4.5.27 to Eg. 4.5.25 shdwasthe overall activation energy for the
reaction is E= Ex» + Ea1 — E5.1. It is easy to see that the overall activatiorrgpenay be
negative even though the activation energy for edemmentary step is positive. We can use
detailed balance to relate the overall activatioargy to Le Chatelier’s principle. Eq. 4.2.17 or
Eq. 4.5.27 corresponds to the pre-equilibrium meigma, with K. = ki/k 1, giving the effective
rate constant as k 3 ki/k.; = ky K¢. Using Eq. 4.5.17 then relates the overall adove¢nergy
to the reaction internal energy:

Ea = Eap + Eag— Bat= Eap + AU° (cst. V) 4.5.28
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Thus, we find the overall activation energy is $ien of the activation energy for the slow step
and the internal energy change for the pre-equilibrstep. If the equilibrium step is more
exothermic than the activation energy)/d° > E,,, then the overall activation energy will be
negative. In other words, using La Chatelier’'s gipte, the pre-equilibrium step will shift in the
endothermic direction with an increase in tempegatli the pre-equilibrium is sufficiently
exothermic, the overall reaction will slow as teeperature increases because the equilibrium
constant for the pre-equilibrium step decreases.

This same general method, based on Eq. 4.582%& used whenever the overall rate law can
be expressed with a single rate constant. The mdeshgeneral, assuming Arrhenius behavior,
but the specific results depend on the details®imechanism. The overall activation energy for
such mechanisms is then seen to be a simple algerabination of the activation energies of
the elementary steps.

Example 4.5.2: Overall Activation Energy of a Multi-Step Mechanism

The general chain mechanism for the#Br, reaction will not show Arrhenius behavior
because of the rate constants in the denominatteafite law in Eq. 4.3.16. However, if the
inhibition step is slow, the rate law simplifies to

d[HBr Yo 1 1,
JTI =2 k ki ks ™ [H][Br,]”

(a) Find the relationship of the overall activatemergy to the activation energies for the
elementary steps in the mechanism. (b) Under wihatrastances might this slow inhibition
approximation be valid?

Answer (a). The effective rate constant is k =.&K* ks 2. Then taking the logarithm gives:
Ink=In2+Ink+%Ink-%Ink
And taking the temperature derivative

dink dink dink dinks  Ea Eaz Eas
daT - dT "7 dr ~ " dr T REYRTTRT
Which gives E=Epp+ Y2 E1— % Es
(b). Slow inhibition would result if kis small or at the beginning of the reaction wfign] is

large and [HBr] is small. In this second case atigvation energy in part (a) would be the
expected result from an initial rate study.

Detailed balance can also be helpful in posndathe rate laws for the reverse process of
reversible steps.

Detailed Balance Provides Some Possible MecharnieniBeverse Processednitial rate
studies often provide the rate law for the forwardcess for a reaction. As the reaction
progresses, reverse processes become more impartdhat equilibrium the forward rate is
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equal to the reverse rate. Can detailed balancesdxa to find the rate law for the reverse process
if the rate law for the forward process is knowr&tdiled balance can be used to suggest some
possible rate laws, but no single rate law mayhliiained. The reason is that there is some
ambiguity in how we write the overall reaction. €abr example the oxidation of nitric oxide.
We can write the reaction with a variety of stoarhetric coefficients, which give a variety of
corresponding equilibrium constants. Two exampies a

2
2NO (9) + Q@) - 2NO:(g) Ke = ([JNg_]OZf]oj])eq (equilibrium) 4.5.29
or NO (g) + %2 Q(g) - NG (9) Ke = ([_N[c%lz]—%)eq (equilibrium) 4.5.30

where K = K. Of course, the equilibrium position of the reanttoesn’t change as we change
the overall stoichiometric coefficients; we juspeass the equilibrium condition in a different
functional form. We need to take this ambiguityiatcount as we relate forward and reverse
processes. In general, from Eg. 4.5.29 we can write

2 \s
KCS=([JN(N)—]Oz—f]O—2])eq (equilibrium) 4.5.31
where the coefficient, s, accounts for the difféengays that we might choose to write the overall
reaction. The coefficient s can be a positive iatey simple fractiod® For Eq. 4.5.30, s = %.
While there is ambiguity in how we express the Bojuim constant, the rate laws are fixed and
determined directly from experiment. First notibattby cross multiplication, Eq. 4.5.31 can be
rearranged to give:

K%Z—]j K } =1 (equilibrium) 4.5.32
Correspondingly, for the general reaction, a AB b ¢ C + d D, we can writ&
[CT[D] [A]*[B] _ _
Kc (W eq and [(W KC} eq 1 (equilibrium) 4.5.33

If the forward rate process has an experimentatgmined rate law in the form:

U = ke [A]% [B]Pf [C]X D1 4.5.34

The rate law for the reverse process will be inftne:

u. = k [A]* [B]" [C]X [D]* 4.5.35

We use Greek letters for the kinetic coefficiemd agular font for the equilibrium law
coefficients. At equilibrium, the forward and resemrates are equal giving the raiidu. = 1,
and then the ratio of Eq. 4.5.34 to 4.5.35 is egldb Eq. 4.5.33 by:

A B
[CI[D]

Eq. 4.5.36 is a sufficient, but not necessary duordi other more complex mechanisms may be
possible*® Comparing term by term for each reactant and pripdiq. 4.5.36 is satisfied if:

W Ay g XX D :[ b) } 1 (equilibrium) 4.5.36
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Of—0,= as

Bi—Br= bs

Xf—Xr = — CS

& —0 =—ds

and& =Ko 4.5.37
r

Various possible values for s give alternative fimlses for the rate law for the reverse process.
Note, however, that Eqgs. 4.5.37 only hold if thiee law for the forward reaction is found to
follow the simple form in Eq. 4.5.34.

Example 4.5.3: Rate Law for a Reversible Mechanism from DetailathBce
For the important atmospheric reaction: 2 NO (€)fg) - 2 NG, ()

the rate law as determined in the laboratory ferdhrly stages of the reaction is:

0, = -3 52 = k INOP [0

Find two possible rate laws for the reverse pracasd write the two corresponding final total
rate laws that would apply as the system approastpetibrium.

(initial rate law)

Answer The corresponding equilibrium expression is:

o= Ok

First assume s = 1. From the given forward ratedaw 2,[3; = 1,X; = 0. Then the conditions
from Eq. 4.5.37 are:

2-a,= 2(1) or a,=0

1-B= 1) or B:r=0

0-x=-2(1) or X =2
Ki _

andy = Kc

or the rate law for the reverse reaction.is k [NO,]
The final overall rate law is:

1d[NO
L= -Eiyl = k [NOJ? [O2] — k [NO3]? (s=1)
Now assume s = %. Then the conditions from Eg34.&re:
2-a,= 2(%) or a =1
1-Br= 1(%) or pBr=% an ﬁ_Kl/z
0—xr=-2(*2) or Xx=1 ke ™ °

or the rate law for the reverse reaction.is k' [NO][O2]INO,]
The final overall rate law is:
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o=-3 L= i (NoP? [0 - K [NOTIO"INO (s=%)

As a final check, we should calculate the corredpanequilibrium constant from the last rate
law. Setting the last equation equal to zero ferahuilibrium state gives:

KC_kr ([NO][OZ]%[NOZ])q:( [NO,] 2)eq:KCl/z

[NOJ” [O] [NO] [O2]
as required by Eq. 4.5.29-4.5.31.

Detailed Balance is a Consequence of MicroscopieRsbility. Why is detailed balance
required for all elementary steps in a mechaniserdétnber that elementary steps describe the
collisions that occur in the gas phase, or the enigrs that occur in solution. Consider a
collision as described by classical mechanics.|&ws of classical mechanics are symmetric
with respect to the direction of time. If everytNlewton’s Laws is replaced by —t, the equations
of motion are still valid; the energy of a giveméguration is unchanged. For example, consider
the single collision in Figure 4.5.4a moving in foeward direction of time from left to right. If,
after the collision, the momenta of all the paeschre reversed and the initial and final states ar
reversed, the collision will reoccur exactly adid before giving back reactants, as if time were
running backwards. In other words, if we replaceheaomentum;” = —p, the collision will
reverse and give back reactants with reversed m@amidowever, pand —pare equally likely
because they give the same kinetic energy, whigh #sp?/2m. Because Newton’s Laws don't
differ with the direction of time, the collision equally probable in either direction. This ressilt
calledmicroscopic reversibility.

ol o -
v ~

(a). (b).

Figure 4.5.4: A collision is equally likely fromtber direction, reactants products or
products— reactants. (a). The original collision moving fréeft to right. (b). The collision
after the momenta have been replaced, 4P, with the progression running from right to
left, t = —t.

06
87,
/

Detailed balance is a consequence of microseepgrsibility. Microscopic reversibility holds
for every collision. Each mechanistic step is elyyadobable with its exact opposite, giving that
at equilibrium the forward rate is equal to theerse rate for each mechanistic step. However,
microscopic reversibility is more general than dethbalance, because microscopic reversibility
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holds for each collision throughout the time cowfkthe reaction, while detailed balance only
holds at equilibrium. Advanced theories of molecualallisions are based on quantum
mechanics. Quantum mechanics is also symmetri¢alr@spect to the direction, or sign, of
time. Microscopic reversibility holds equally wélir quantum mechanical and classical systems.

The theory of reaction rates that we have baatysg is based directly on experimental
observation; we can call this theawnpirical kinetics. Neither microscopic reversibility nor
detailed balance is requiréy the theories of empirical chemical kinetics #mefmodynamics.
Detailed balance is a requirement that is placeshugmpirical kinetics and thermodynamics by
our interpretation of chemical events on a molachésis. Because of this distinction, detailed
balance is said to be antra-thermodynamic requirement. Even though we have used a
molecular view in the last two chapters, neithepgital kinetics nor thermodynamics requires a
molecular interpretation.

4.6 Summary — Looking Ahead

Complicated mechanisms are composed of paralle§ezmutive, and reversible steps. A
proposed mechanism must agree with the empiritallasv. This agreement can be checked by
predicting the overall rate law from the mechan@rby comparing the integrated rate laws for
the elementary steps with the experimental timesmu~or multi-step mechanisms, the steady-
state approximation is useful for predicting them} rate law. When comparing the integrated
rate laws for the elementary steps to the expetiahéme course, the finite difference
approximation can be used instead of analyticalgiratls. Chain mechanisms are a common type
of multi-step mechanism in environmental and biogioal processes. Autocatalytic processes
far from equilibrium can generate temporal andigpascillations.

For chain mechanisms, the chain initiation stegften the critical step. The rate of the chain
initiation step for the K+ Br, reaction, Eq. 4.3.3, is negligible at room tempera The chain
initiation step for the B+ O, reaction, Eq. 4.3.20, is also negligible at roemperature in the
absence of a catalyst. This slow initiation stefhéreason for the kinetic stability of lind Q
mixtures. After the initiation step, autocatalyiopesses rapidly accelerate the reaction. Often
chain initiation steps are driven by the absorptibhght to speed the initiation process. Light is
a convenient source of energy to help overcomadheation energy barrier for difficult
processes. Many environmental processes are doiwsanlight. For example, important redox
intermediates in aquatic environmental chemistay thsult from photolytic processes include
peroxide, superoxide, and hydroxyl radicals. Anothay to increase the rate of the chain
initiation steps is to provide a catalyst. Heterogmus catalysis is mediated through interactions
on surfaces. In the next chapter we discuss tretikgof photochemical and surface reactions.

Chapter Summary

1. A mechanism is a sequence of elementary steps.

2. A proposed mechanism should result in a predlioterall rate law that has the same
concentration dependences as the experimentakyrdigted rate law.

3. The rate law for each elementary step is diyaetdgtermined from the molecularity, because
the elementary steps describe the collisions #ka place.

4. Alternate mechanisms that agree with the experial rate law are kinetically equivalent.
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5. An intermediate is a species that is neith&aatant nor a product.

6. Proving that a mechanism is the correct mechargsoften compared to building a case in a
court of law; you can never be sure that a propgsatbsolutely and exclusively correct.

k1 ko
7. For two first-order parallel unidirectional réans: A- B, A - C:
(at ki [A] (ke k2 [A] (kat
A= [Alo ™™, [B]=q ey 1€, [Cl =gy (L -e )

and the ratio of the two products does not depentihee: [B]/[C] = ki/k2

8. For multiple first-order parallel unidirectionsteps withr; = 1/ki, 1, = 1/k;, etc., the lifetime
of the reaction is:

1 1 1 1
bl it Sl P
Tobs T1 T2 T3
9. The finite difference approximation for a fitder rate law is: [A](tAt) = [A](t) — K[A](t) At

10. A first-order parallel mechanism with reversibteps, Az X, A 2 Y, has equilibrium

constants kK = ki/k.; and K. = ko/k 2. The kinetic product is favored at short times trel
thermodynamic product is favored at long times.

ky Ky
11. For a first-order consecutive unidirectionachmnism: A—- B - C:

t k —kit —K1't
A= (Ao e™, B = (Al - e

[C] =[Alo (1 + (kl E kll) (kl' e~k e_kllt))

which for k << k;' reduces to [C] = [Af1 —e‘klt). The intrinsically slow step is the rate
determining step.

12. The steady-state approximation cannot be apglibe concentrations of the intermediates
are not much less than the initial concentratioreattants. The steady-state approximation
should not be applied to reactants or products.siésdy-state approximation does not hold
at the beginning of the reaction if the reactionasinitially at equilibrium.

13. The mechanism fon® nucleophilic substitution reactions is:
ke ko
RX = R+X Rt + Nuc- - R-Nuc

d[P] _ ko ki[RX][Nuc:]
" kg [XT] + ko[Nuc:]

14. For the §1 mechanism at the beginning of reaction wher] [Xsmall and [Nuc] is large,
the rate law reduces to a first-order process:

Assuming the steady-state approximation gi (ki<< kp)

ﬂ(j%] - I [RX] (k1 [X] << kz[Nuc))

At the end of the reaction when{Ms large and [Nuc] is small, the rate law reduces to the
pre-equilibrium result:
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d[P] _ k2 ki [RX] [Nuc:T]
dt k-]_ [X_]
15. If the steady-state approximation appliesmathanistic steps have the same net rate.
16. The Michaelis-Menten mechanism is:

(k1 [X-] >> ko[Nuc:])

ko, Ky
E+S - ES L P+E
Ka

, L. . d[P ko [E]o[S
Applying the steady-state approximation glve{iJ =k a j Ll ]i[kz][S]) (k2 << kyp)

17. The maximum rate for the Michaelis-Menten medra isumax = k1 [E]o and the Michaelis

. , ki+ki) .. - 1 1 k
constant is defined asﬂle(lk—zl) giving the initial rate:U—O= T, + UmaxM[S]o

18. The Lindemann-Henshelwood mechanism for unioubde reactions is:

k2 k1
A+Az2 A+ A" A* - B+C
K

- L . d[B K,k [A]?
Applying the steady-state approximation glve%:[‘l = k[A*] = m (ke << kyp)
-2 1

19. For the Lindemann-Henshelwood mechanism, imapel deactivation limit J&< k,[A], the
rate law becomes first-order:

d[B K.k

Bl Moy (ke << ki, k<< keJA]
For slow deactivation when,JA] << k, the rate law reduces to:

d[B

4Bl - gy (s << k. kdfA] << k)

20. A chain mechanism begins with the formatioa chain carrier in a chain initiation step.
Chain propagation steps both consume and produse chrriers. A chain branching step is
a chain propagation step that increases the neb@&uaf chain carriers. Chain propagation
steps are in competition with chain breaking stéps consume reactive intermediates and
produce stable reactants or products.

21. The rate of an autocatalytic process increastbsthe production of products. The product is
also a reactant for one or more mechanistic steps.

22. Autocatalytic processes show an induction pefalowed by a rapid rise in rate as products
begin to build, but then finally the rate slowsaaactant is exhausted.

23. Autocatalysis is an example of a general phemam called positive feedback.
24. Oscillating reactions have autocatalytic medraa and are far from equilibrium.

25. Detailed balance requires that for a reacti@ygailibrium, the forward and reverse reaction
rates for_each elementary sieghe mechanism must be equal.

26. A complete mechanism includes a series of stiegshe exact reverse for each step.

27. The sum of the forward processes in a comphetehanism must give the overall reaction
stoichiometry.
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28. For the general mechanism at equilibrium:

ka kz ks

A+B 2 C+D 2 E+F 2 G+H ...
k-l k.2 k-3
Kikaks....

detailed balance gives: (= 1Kok

29. Each cycle in a mechanism provides an additicorastraint on the set of rate constants. For

30. Catalysis doesn’t change the equilibrium caridtar a reaction.
dink Eg
dT ~RT
holds for the overall reaction and each individelainentary step. Assuming Arrhenius

behavior, the overall activation energy is a sinmgdtgebraic combination of the activation
energies of the elementary steps.

31. Assuming Arrhenius behavior, at constant volume

32. Detailed balance provides possible mechanism&Verse processes. For the reaction
aA + bB - cC + dD, if the forward process has a rate lawns k [A]® [B]®f [CX [D]?¥,
the reverse process will give = k [A]% [B]®" [C]¥" [D]® with:

Of—0;= as

Bf_BI’: bS k
Xt —Xr = —CS with of = K&
& — & = — ds r

33. Detailed balance is a consequence of microseepersibility.
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Problems: Kinetic Mechanisms

1. Consider the gas phase oxidation of HBr: 4 HEB: - 2 H,O + 2 B, The following

mechanism has been proposed:
ke
HBr + G - HOOBTr

ko
HOOBr + HBr - 2 HOBr

ks
HOBr + HBr - H,O + Bk

Assume all unidirectional steps. Comment on thalitglof this mechanism.

2. Forthe H+ I, reaction, H+ I, — 2 HI, the empirical rate law is

d[HI
L="gr = kI[HllZ]
The empirical rate law matches the stoichiometrthefreaction. Why can’t you conclude that
the mechanism is a simple single-step mechanism?

3. The gas phase decomposition of acetic acid&d Kiproceeds by way of two parallel
reactions:

(1) CHCOOH - CH, + CQ, ki=3.74 &

(2) CH;COOH - H,C=C=0 k= 4.65 &

What is the maximum ratio ofJ@=C=0 to CH obtainable at this temperature?
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4. The gas phase reaction, 2 NO +2-HN, + 2 K0, is known to have the rate law:
v =k [NOF[H]

Can this mechanism be a one-step mechanism? I§umggest a possible two-step mechanism
and suggest the rate determining step. You camnis@ectional elementary steps.

5. Use the finite difference approximation to integ the rate law for a second order reaction,
A + B - P with a rate constant of 0.05"\*. Choose the initial concentrations [A] 1.00 M

and [B}, = 0.50 M. Integrate to at least 100 s. Use ExmetHe integration. Compare to the exact
expression and the results from the Web baKaéaketics Mechanism Simulatibapplet or
MathCador MatLah

6. Use the finite difference approximation to intdg the rate law for the two step mechanism:

ka1 Kz
A+B - X X P

with rate constants;k= 0.05 M*s* and k = 0.2 §'. Choose the initial concentrations jA] 1.00
and [B}, = 0.50 M. UseAt = 1 s for a maximum time of at least 50 s. UsedEand compare to
the results from the Web basefirietics Mechanism Simulatibapplet orMathCador MatLah.
A useful comparison is to find the maximum concatidn of the reactive intermediate.

7. The purpose of this exercise is to understaadgtatement: “the intrinsically slow step is the
rate determining step.” (a) Plot the integrateceteourse for the first-order mechanism:
ka
A P
using k = 0.05 & and 0.20 3. Plot both [A] and [P] for each case. Use anahitoncentration
of [A] o= 1. Use the Web baseHihetics Mechanism Simulatibapplet orMathCador MatLahb.
(b) Similarly find the integrated time course the consecutive first-order mechanism:

kq Kz
A XS P

Use k = 0.2§ and k = 0.05 §. Predict the step that will be the rate deterngjrstep. Plot the
time course for A, X, and P. To which curve in gajtdoes the disappearance of A correspond,
k=0.05 or k=0.20$? To which curve in part (a) does the appearangeasfuct correspond?
According to the plot, which step is the rate daiaing step? Is the intrinsically slow step the
rate determining step?

8. Consider the reaction8, + 2H + 2 T - |, + 2 HO, with the proposed mechanism:

H" + 1 2 HI rapid equilibrium
HI + H,O, — H,O + HOI slow

HOl+ I - I, + OH fast

OH +H" - H,0 fast

Show that this mechanism is consistent with theegrpental rate law:
0 =k [H][I7][H20]

9. A possible mechanism fol°®rder reactions is:
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A+M 2 AM

AM+A S A+ M

Aj _ kiko[A]M
Show that the rate law can be expresseog%q:21 _ KikolAl'TM]

- kq+ kz[A]
10. Use the steady-state approximation to determhie rate law for the following mechanism:
kl k3
A - B B+C - D
kz

11. Determine the overall rate law for the propoded |, mechanism:

ke
(9) 221(9)

ka
ks

Hz(9) +1(9) - HI(g) +H(g)
k'

H(g +k(9) - HI(g) +1(9)

12. The decomposition of HI is given by 2 HIH, + I,, One proposed mechanism is:
ky
HI - H+1
ka
H+Hl - Hy+ |

ks
21+M s L+ M

Use the steady-state approximation to find theleatefor this mechanism. Show that this
mechanism does not agree with the experimentatirohened rate law:

ﬂ(';—tzl: k [HI?

13. (a) Determine the integrated rate law for thehdelis-Menten mechanism. Note that during
the portion of the reaction where the steady-stppgoximation applies, — d[S]/dt = d[P]/dt so
that Eq. 4.2.31 becomes:

d[S] ki [E]q[S]
—dt T (km +[S])
(b) Show that for short times, [S] is a lineardtion of time: [S] — [S] = [ElSlr Dk

km

t

[Hint: you can approximate In( x — 1, when X is close to 1.]

14. Use theKinetic Mechanism Simulatidmpplet to numerically integrate the rate lawstfog
Michaelis-Menten enzyme mechanism, Eq. 4.2.22kSet0.40 M's?, k; = 0.1 &', and k=
0.10 §*. Use the initial conditions [SE 1.0 M and [E] = 0.1 M. Such a large enzyme
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concentration will make the plot scaling more caoneat. (a). Plot [S], [ES], and [P] for a
maximum of 300 s to verify the linear time courseghort times. (b). To observe the pre-
induction lag, using the same conditions, plot [B&d [P] for a maximum time of 15 s.

15. Consider the Lindemann-Henshelwood MechanisrfirBi-order reactions. Compare the net
rate of the pre-equilibrium step to the rate ofunemolecular step during the majority of the
time course of the reaction. Look at the rate ddpeoe after any induction period.

16. The following mechanism has been proposedria@nzyme reaction with two substrates, A
and B:
ke
E+A _ EA
K4
ko
EA+B - EAB+Y
ks
EAB -~ E+P

where EA and EAB are enzyme substrate complexesirAsg that kand k are large
compared to ¥ show that the mechanism gives the rate law:

d[P] _ki ko [EJ[A][B]
dt = kit ke [B]

17. Consider the following proposed mechanisntferdecomposition of ozone. M is an
unreactive gas molecule that collides with the eztonbreak the ozone apart:

k2 k|2
03+Mk?>02+O+M 0+Q-20G
2

Assume k>> k,. Show that the rate law that corresponds to tleéshanism is:

d[O] 3 Kb ks [O5)M]
dt ~ ko[O2][M] + K'2[O3]

18. Report all six of the rate constants for thmeetics of proton exchange in aqueous solution of
acetic acid, Figure 4.5.1. The reaction was studtgqaH = 4.74 with the acetic acid and acetate
concentrations both 0.100 M. The rate constantraheied from temperature jump kinetics
studies are = 4.5x13° M™* s* and ks = 1.8x13° M* s*.! Use the data from Example 3.6.1 for
the auto-protolysis constants for water. Thddf acetic acid is:

H*[OAC™
k,=HOACT ) 216 ™

[HOAC]
19. The following three-step mechanism has beepgsed for the oxidation of HBr to Br
HBr + G k_l. HOOBr
HOOBr + HBr k_z. 2 HOBr
ks

HOBr + HBr - H2O + Bk
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To give the proper overall stoichiometry, this Istp must be doubled. All the steps are
unidirectional. Show that the corresponding rate dan be expressed as:

A8 Henio2

20. For some oscillating mechanisms, after a shaidl period, the same cycle results no
matter the starting conditions. For such casegplibteof the oscillating concentrations is called a
limit cycle. Does the Lotka-Volterra mechanism give a limitle® [Hint: repeat Example 4.4.1
but with initial conditions [A} =1 M and [B} = 0.5 M. Does the same cycle result as in Figure
4.4.2b7?]

21. The Lotka-Volterra mechanism with all irrevbls steps, Egs. 4.4.6, are unrealistic in
several ways. The result is that oscillations o¢outoo wide a range of rate constants and
starting conditions. In addition, the system doatsavolve towards a steady state. Modify the
mechanism to include reversible reactions for trenition of A and B (steps 1 and 2), but leave
the formation of products as irreversible. Runnagation with the same conditions as in
Example 4.4.1, except set the equilibrium constmtthe formation of A and of B at 20.
Comment on the results.

22. The “Brusselator” or “trimolecular” mechanissra more realistic model for oscillating
systems than the Lotka-Volterra mechanism. The &&dasor displays most of the complex
phenomena associated with reactions far from dxjwiin and was centrally important in the
development of non-equilibrium thermodynamics. Tifechanism ig:
ky
Mo A
kz
N+A- B+P
ks
2A +B - 3A
Ky
A= Q

where M and N are held constant by running thetima a flowing system. A convenient set
of conditions for simulation is to set all the ratsstants to 0.10, [ME 1.00 M and

[N]o = 3.00 M. Run kinetics simulations usiMatLab, Mathematicaor the Kinetic Mechanism
Simulatiori applet for three sets of initial conditions: (&) , = [B]o = 1.00 M;

(b) [A]o=1.00 M, [B}L = 2.00 M; and (c) [A]= 1.00 M, [B}, = 3.00 M, which are the steady
state concentrations. Run the simulation for 3@esause the concentrations change rapidly
over the time interval, you will need to choosai@é number of time steps to ensure numerical
accuracy, choose 15000 time steps. Plot the comdiemis of A and B.

23. The Brusselator mechanism is given in theiptesyproblem. (a). Find relationships for the
steady state concentrations of A and B in termbefate constants. (b). Find the steady state
concentrations for the conditions given in the pyas problem: that is, all the rate constants
equal to 0.10, [M]=1.00 M, and [N] = 3.00 M.
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24. The Belousov-Zhabotinsky reaction is an asiiily reaction based on the oxidation of
malonic acid with KBr@, which is catalyzed by Ce(IV):

3CH(COH), +4Br&gs - 4Br +9CQ +6 HO

The BZ reaction played a central role in the degelent of techniques to study oscillating
reactions and in the theory of non-equilibrium thedynamic<:® The initiation step is the
generation of HBr@ a key reactive intermediate, from BrO

BrO3z + Br + 2H" — HBrO, + HOBr 1
The bulk of the HBr@is produced auto-catalytically:

BrO; + HBrO, + 2 CE€" + 3 H — 2 HBrQ, + 2 C€" + H,0 2
The intermediate HBr@is consumed in the reactions:

HBrO, + Br + H - 2 HOBr 3

2 HBrO, —» BrO; + HBrO + H' 4

The oxidation of malonic acid is complex, but asiifred version includes first the bromination
of malonic acid:

HOBr + Bff + H" = Br, + H,O
Br, + CHz(C02H)2 N BFCH(COzH)z +H +Br

and the oxidation of malonic acid and bromomalawic by C&":
Ce" + 15 [CH(COH), + BICH(CQH),] — % BF + C€* + products 7

The products include GOH,O, and a mixture of organic acids. For modelingopses, the
oxidation of the malonic acid by Ce(1V) is represehby the net Ce(IV) to Bistoichiometry
using:

[92N&)

CH,(CO,H), + C€" + HOBr — Ce** + Br + H' + products net 5-7

Field, Koéros, and Noyes have developed a mechafuisthe reaction that displays oscillations.
With steps numbered according to the mechanistjzssisted above, the FKN mechanisrfiis:

ky
B+M_ A+P k=1.28molLé% 1
ks
A+M-2A+2C k=8.0molL s? 2
K
A+B-20Q k= 8.0x10 moltL st 3
K
2ALQ+M ke = 2.0x1G morL s* 4
ks
C+N-o ks = 1.0 mol L s* net 5-7

with A = HBrO,, B = Bf, C = Cé&*, M = BrO;, N = malonic acid, Q = HOBr
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The H and C&" concentrations are roughly constant and are iecludrough pseudo-rate
constants. M and N are held constant by a flomgagtor. This mechanism is also called the
“Oregonator.” Do a numerical simulation of the FKichanism usinlylatLab Mathematica
or the ‘Kinetics Mechanism Simulatidbapplet on the companion CD or the textbook Web si
with the following conditions:

[M] =[BrO3] = 0.06 M, ;N] = [malonic acid] = 0.02 M

[A]o = [HBrO,] = 2.0x10'M, [B], = [Br] = 2.0x10° M, [C], = [C€"] = 1.0x10* M.

Run the simulation for 750 s. Because the ratetaatsspan almost six orders of magnitude,
you will need to choose a large number of timestepensure numerical accuracy, choose 7500
or more total time steps. Plot the concentratidns and B.

25. Consider a reaction A B at equilibrium that can occur via a catalyzeth@and an
uncatalyzed path, with C the catalyst:

kAC kA
A+C2B+C and Az B
kac ke
catalyzed uncatalyzed

Show that if 10% of the forward process at equillitor occurs by the uncatalyzed path that 10%
of the reverse process will also occur by the walgaed path.

26. A random bi-substrate enzyme mechanism reqiresubstrates, but the substrates can
bind to the enzyme in either order. One exampéisnzyme that phosphorylates a protein
using ATP as the phosphate source; ATP and theiprtatrget are the two substrates. The
mechanistic steps are:

E+A - [EA]
E+B - [EB]
[EA] + B = [EAB]
[EB] + A = [EAB]

all of which are assumed to be in quasi-equilibriimthe same sense as the pre-equilibrium
mechanism). The production of product is assumdzttessentially irreversible:

[EAB] - E + products

Draw the quasi-equilibrium mechanistic steps asua-$tate cyclic process, and give the
relationship among the corresponding rate constants

27. Consider the bidirectional reaction:
A 2B 2 C
The initial rate law for the reaction, starting viA only, is experimentally determined to be:

d[A
AR = AT

If the reverse reaction is run starting with C onhe initial rate law is determined to be:
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d[C
J(:jTl = — kobs,r[Clo

Why isn’t the equilibrium constant for the overall reactgwen by the ratio of the initial
forward to the initial reverse rate constantgs Kopsr?

28. This problem is an example of finding the rielaship among the rate constants in a
mechanism and the overall equilibrium constantetas detailed balance. For the mechanism:

ke ko
A 2B 2 C
Ky ko

determine the rate law for the overall forward @ssv., and the rate law for the overall reverse
processy., at equilibrium. Show that the ratio of the remgtrate constants gives the overall
equilibrium constant.

29. Using the Principle of Detailed Balance, shibat the following mechanism generates the
expected overall equilibrium ratio when the reati®at equilibrium:

ke
HIZH+ I
ke

ko .
H+HI " Hy+1 overall:

N Keq= (%]ugl)eq

Derive the relationship between the rate constamdisthe overall equilibrium constant.

30. The reaction A + B D is proposed to have the following mechanism:

where C is a reactive intermediate and M is antig&s in large concentration. (a). Show that
with appropriate approximations that the rate law i

d[b] _ (klkZ[A][B][M] — K .1ks [D][M]j
dt k.1 + k[M]

(b). In terms of the overafirocess, A + B> D, near equilibrium, the overathte law in terms of
the initial reactant and the final product is:

d
0 =4 = ke [AJB] ~ k. [D]
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Show that the equation in part (a) reduces toldéisisoverall equation and find the relationship
between the overall equilibrium constant and the fate constants for the mechanistic steps
from thisequation. Discuss any approximations that you nfiakparts (a) and (b).

31. The reaction 2 A C is proposed to have the following mechanism:

(a). Show that near equilibrium:

1 kik 4[A] + K1k 2 [C]
2{#‘{H MM](lﬂq+b®2 )

(b). In terms of the overafirocess, 2A- C, at equilibriumwe would write the overatiate law
in terms of the initial reactant and the final pwot

v=-31 - a2k o

Show that the equation in part (a) reduces toldéisisoverall equation and find the relationship
between the overall equilibrium constant and the fate constants for the mechanistic steps.

32. For the reaction:

kl k3
L. 21 H+21- 2HI
K1

find the relationship of the experimentally detared, overall activation energy to the activation
energies for the individual mechanistic steps. Assthe rate law is:

A K g

33. Consider thep\@ mechanism as a typical multi-step mechanismtit@®case given in
Eq. 4.2.17, the rate law has the form:

ﬂd?] _ lﬂ][;(“\'_]U_C_l (k1 [X-] >> ko[Nuc:])

with the effective rate constant, k zH/k ;. From Eq. 3.5.1, for the overall reaction with
activation energy £ k = A€ =R, This form of the Arrhenius equation can also peliad to
each individual elementary step. For the indivicelamentary steps, for step 1:&A; e 5=/RT,

for the reverse of step 11k A, €=7RT and for the formation of product; k A, e5ZRT,
Using these Arrhenius expressions, find the retatigp between the overall pre-exponential
factor and activation energy and the pre-exponkifattéors and activation energies for the
individual elementary steps.
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34. The connection between detailed balance améhfd and reverse reaction rates for a multi-
step mechanism is illustrated in Egs. 4.5.3-4.5Th@ rate laws are written for each individual
step in the mechanism, rather than the rate ofaxppee or disappearance of a particular
species. Symbolize the net rates of the individoathanistic steps as, v,, anduas:

_1dgy _1d& _1d&;
V1=V gt V2=V gt V3=V, gt

(a). Write the rate laws for the appearance ofinésgliate A, the appearance of intermediate X,
and the appearance of product D in terms;0b,, andus. The purpose is to show the
relationship between the species specific andsgepific methods of writing rate laws.

(b). For a multi-step mechanism at steady stagerates of the individual steps are equal, Sec.
4.2. Use the results of part (a) for intermedi#tesnd Xto prove this statement for this example
mechanism. [Hint: apply the steady-state approxont

and

35. Consider the\@ mechanism, Eqgs. 4.2.6-4.2.7. The first mechansséip is reversible and
the second is uni-directional. Symbolize the negaf the two mechanistic stepsuiasandu.:

1d 1d
U1 :v% and U2 ZV§

(a). Write the rate law for the appearance of ineatiate R and the rate law for the appearance
of product R-Nuc in terms af; andu,. The purpose is to show the relationship betwhen t
species specific and step specific methods of ngritate laws.

(b). For a multi-step mechanism at steady stagerates of the individual steps are equal. Use
the result of part (a) for intermediaté ® prove this statement for this example mechanism
[Hint: apply the steady-state approximation].

36. After a perturbation, the three unidirectioregctions in Eq. 4.5.1 approach a steady state
very differently than a reversible process appreadaquilibrium; the approach of the
unidirectional steps to a steady state shows asmil} behavior, but a reversible system
approaches equilibrium in an exponential proéégg) Use the Web baseHihetic Mechanism
Simulatiori applet orMatLab, Maple, or Mathematicao numerically integrate the rate laws for
the mechanism in Eq. 4.5.1. Sggk 0.1, lgc = kca = 0.05, and [A] = 1 while [B], = [C], = 0.
Plot the approach to the steady state and verfyafipearance of oscillations. (b) Change the
rate law to match Eq. 4.5.2. Set the forward ratestants as in part (a) and the reverse rate
constants to give the equilibrium constant for 8 as 2 and for B C as 2. Compare the
approach to equilibrium with part (a).
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