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Abstract

These are some informal notes on rings and fields, used to teach Math 113 at UC Berkeley,
Summer 2014. We go through the basic stuff: rings, homomorphisms, isomorphisms, ideals and
quotient rings, division and (ir)reducibility, all heavy on the examples, mostly polynomial rings and
their quotients. Some allusions to basic ideas from algebraic geometry are made along the way.
Then we get into fields, culminating in a brief exposure to the basic ideas of galois theory.
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1 Basic Examples and Definitions
[Next Jecturd

1.1 Preliminary Examples

A ring is just a set where you can add, subtract, and multiply. In some rings you can divide, and in
others you can’t. There are many familiar examples of rings, the main ones falling into two camps:
“number systems” and “functions”.

1. Z: the integers ..., —2,—1,0,1,2, ..., with usual addition and multiplication, form a ring. Note
that we cannot always divide, since 1/2 is no longer an integer.

2. Similarly, the familiar number systems @Q, R, and C are all ringsﬂ
3. 2Z: the even integers ..., —4,—2,0,2,4, ....

4. 7Z[x]: this is the set of polynomials whose coefficients are integers. It is an “extension” of Z in the
sense that we allow all the integers, plus an “extra symbol” x, which we are allowed to multiply
and add, giving rise to x2, x3, etc., as well as 2x, 3x, etc. Adding up various combinations of these
gives all the possible integer polynomials.

5. Z[x,y, z]: polynomials in three variables with integer coefficients. This is an extension of the
previous ring, too. In fact you can continue adding variables to get larger and larger rings.

6. Z/nZ: The integers mod n. These are equivalence classes of the integers under the equivalence
relation “congruence mod n". If we just think about addition (and subtraction), this is exactly the
cyclic group of order n, as discussed a long time ago. However, when we call it a ring, it means
we are also using the operation of multiplication.

7. C[0,1]: This is my notation for the set of all continuous real-valued functions on the interval
[0,1]. For example, f(x) = 2x and g(x) = sinx are in C[0, 1]. They can be added and multiplied
to give (f + g)(x) = 2x + sinx and (fg)(x) = 2xsin x, which are also elements of C[0, 1]. This
is a very large ring, since there are lots and lots of continuous functions. Notice also that the
polynomials from example 2 are contained as a proper subset of this ring. We will see in a bit
that they form a “subring”.

8. M,(R) (non-commutative): the set of n x n matrices with entries in R. These form a ring, since
we can add, subtract, and multiply square matrices. This is the first example we've seen where
the order of multiplication matters: AB is not always equal to BA (usually it's not).

9. Q[[x]]: this ring consists of what are called “formal power series” with entries in Q (the rational
numbers). A power series is just a polynomial with (possibly) infinitely many terms, such as you
see in a calculus course. The word “formal” means that we don't care whether they converge
or not, so that the series ¥ n!x" is perfectly good, even though you never talk about it in calcu-
lus because it only converges when x = 0. Because of this possible non-convergence, we can’t
think of these power series as functions, and we think of the x as a "formal variable”, rather
than something for which we can substitute a numerical value. We are restricting the coefficients
to be rational numbers for the sake of example, but you could just as well consider Z[[x]] or R[[x]].

Un fact they're fields, to be defined shortly.



10. Z[{%}p is prime): We take the integers, and adjoin all fractions of the form %, for each prime
number p. But since we can multiply elements in a ring, we can also obtain such fractions as
% = % : % Since we can add, we can obtain, for instance, % = % + % + % + % + % So you get
more fractions than those with just primes in the denominator, and ones in the numerator. Which

fractions do we get?

11. R[x]/(x?® +1). Here's some new notation. It means take the polynomial ring R[x] as above, and
“divide out” by the polynomial x2+1, meaning that this polynomial gets set to zero. So in this ring,
the polynomial (x+1)?2 is the same as 2x, since (x+1)? = x?24+2x+1 = 2x+(x?+1) = 2x+0 = 2x.
Another way of thinking about this is that x? is the same as —1. So there are never any powers
of x larger than 1, since whenever we get to x> we just swap it out for —1. So every polynomial
in here is going to have a constant term and an x term and that's it. This should remind you
of the complex numbers, which each have a real part (the constant term) and an imaginary part
(the x term), but usually when we work with complex numbers, we use the letter i instead of x.
But it's essentially the same ring. Note that for complex numbers, we can always divide (except
by zero, of course), so that shows that in this weird polynomial ring, we can divide as well, which
is a bit strange, since in the usual polynomial ring we can almost never divide (since, for example,
% doesn’t count as a polynomial). This is an example of a quotient ring, which is the ring version
of a quotient group, and which is a very very important and useful concept.

12. Here's a really strange example. Consider a set S (finite or infinite), and let R be the set of all
subsets of S. We can make R into a ring by defining the addition and multiplication as follows.
For two subsets A, B, define A4+ B = AU B\ AN B (sometimes people call this the symmetric
difference, or “exclusive or"). Define subtraction by —A = S\ A (the set-theoretic complement).
Thus A— B = (AU(S\ B))\ (ANS\ B). This example shows you that addition and multiplication
needn't be the usual operations we know from grade school. But luckily, in most of our examples,
like above, they will be.

1.2 Definition of a Ring

As the preceding examples indicate, a ring is basically a set in which we have a way of adding, sub-
tracting, multiplying, but not necessarily dividinﬁ Of course, depending on the ring, the addition and
multiplication may not seem like the ordinary operations we are used to. So here's the formal definition:

Definition 1.2.1. A ring is a set R endowed with two binary operations, usually denoted + and -, such
that

e R1: R is an abelian group with respect to +

e R2: Forany a,b,cin R, a-(b-c)=(a-b)- c (associativity of -)

R3: Forany a,b,cin R, a-(b+c) = a- b+ a- c (left-distributivity)
e R3": Forany a,b,cin R, (a+b)-c=a-c+ b-c (right-distributivity)
Most often we will also impose some additional conditions on our rings, as follows:

e R4: There exists an element, denoted 1, which has the property that a-1=1-a=aforall ain
R (multiplicative identity)

e R5: a-b=b-aforall a,bin R (commutativity of -)

Notice that since R forms an abelian group under +, the addition is always commutative, and
that there is also an additive identity, which we will usually denote by 0. So axioms 4 and 5 impose

2We will see later that a ring in which we can always divide is called a field.



extra conditions on the multiplicative structure of R. A ring satisfying R4 is called a ring with unity
(or sometimes a unital ring), where unity is just a fancy name for the multiplicative identity. A ring
satisfying R5 is called a commutative ring.

As usual we use exponents to denote compounded multiplication; associativity guarantees that the
usual rules for exponents apply. However, with rings (as opposed to multiplicative groups), we must use
a little caution, since a¥ may not make sense for k < 0, as a is not guaranteed to have an mulitplicative
inverse.

In most of the examples above it is easy to see what the additive and multiplicative identities are.
What are they for example 107

The axioms are just a minimal list of properties of the addition and multiplication. Others can be
deduced from these, e.g.,

Lemma 1.2.2. Let R be a ring, with additive and multiplicative identities 0 and 1, respectively. Then
for all a, b in R,

1. 0a=a0=0;
2. (—a)b= a(—b) = —(ab);
3. (—a)(—b) = ab;

4. (na)b = a(nb) = n(ab) for any n in Z.

In 4, note that n is not to be thought of as an element of R: the notation na just means a+---+ a,
where there are n copies of a in the sum.

Proof. 1. Exercise

2. To show that (—a)b = —(ab) is to show that the element (—a)b is the additive inverse of ab; so
we add them together, and hope to get zero. So (—a)b+ ab = ((—a) + a)b = (0)b =0 (by 1).
The equality of a(—b) and —(ab) is similar.

3. Exercise

4. (na)b=(a+---+a)b=(ab+---+ab)=n(ab) =a(b+---+ b) = a(nb)
O

Example 1.2.3. (The zero ring) The axiom R4 begs the question: can 0 and 1 be the same? The answer
is yes, but in that case it turns out that there is only one element in our ring, which is 0 (which is equal
to 1). We call this the zero ring, and sometimes write it just as 0. Here's the reason: suppose 1=0 in
a ring, and now pick any element r in this ring. Since r = 1-r = 0-r = 0, we find that every element is 0.

1.3 Special elements in a ring

Here we pick out some types of elements that can occur in rings:
Definition 1.3.1. Let a be an element of a ring R. We say that a is:

1. a unit if 2 has a multiplicative inverse, i.e., if there exists an element b in R such that ab = ba = 1,
in this case, a is also said to be invertible, and b the inverse of a (and vice versa);

2. a zerodivisor if a # 0 and there is a nonzero element b in R such that ab = ba = 0;

w

. nilpotent if a¥ = 0 for some k € N;

&

idempotent if a* = a.

Example 1.3.2. 1. In any ring 0 and 1 are (trivially) idempotent, and 0 is trivially nilpotent. 1 is
always a unit (“unity is a unit")



2. In Z, the units are +1, there are no zerodivisors, no nilpotent elements, and only 1 is idempotent.

3. In Q[x], the units are the nonzero constant polynomials, there are no zerodivisors, and no nontrivial
idempotent or nilpotent elements.

4. In M,(R), the units are just the invertible matrices, which is just the multiplicative group GL,(R).
There are plenty of zerodivisors: any strictly upper-triangular matrix multiplied by a strictly lower-
triangular matrix is zero, so there are already lots of them. In fact, the zero-divisors are precisely
the non-invertible matrices (except for 0, which never counts as a zerodivisor). This doesn't usually
happen: rings can contain many elements that are neither units nor zerodivisors. Nilpotents must
have 0 as their only eigenvalue. Idempotents must be diagonalizable and have 1 as their only
eigenvalue.

5. In Z/nZ, the units are those classes 7 for which gcd(m, n) = 1. The zerodivisors are those for
which gcd(m, n) # 1. This is another ring in which every nonzero element is either a unit or a
zerodivisor, but again do not be tempted to believe that this holds for all rings!

Definition 1.3.3. A nonzero ring in which every nonzero element is a unit is called a field.

Fields include many familiar number systems, such as Q, R, C; Z, on the other hand, is not a field.



2 Subrings; Homomorphisms

[Previous lecturd - [Next lecturd
IMPORTANT: FOR THE REMAINDER OF THESE LECTURES, ALL RINGS WILL BE AS-

SUMED COMMUTATIVE WITH UNITY, WITHOUT FURTHER MENTION, UNLESS EX-
PLICITLY STATED OTHERWISE.

In this lecture we will discuss how to easily get new rings out of other rings by finding rings inside
others (subrings) or by “combining rings together”, and also learn about homomorphisms, which just as
for the groups, are the only types of functions which are of much interest in ring theory.

2.1 Subrings; Adjoining Elements

Definition 2.1.1. If R is a ring, and S is a subset of R we will say that S is a subring of R if
1. S is a subgroup of R under +.
2. S is closed under multiplication, and
3. 1lisin S.

We've seen subrings already: in yesterday's examples, Z is a subring of Z[x], which is in turn a
subring of Z[x, y, z], etc. Similarly, Z[{%}p is prime] 1S @ subring of @, which is a subring of R, etc.

In general, there is a construction called adjoining an element defined as follows: start with a ring
R, and add a new element x (of course, if x is already being used as the name of an element in R, then
you'd better choose a different letter...). This x could be a “formal variable”, or it could be a known
element of some other ring containing R. We build a ring R[x] (read aloud as “R adjoin x"), which
contains all elements of R as well as the new element x. Since we allow addition and multiplication we
must also include x2, x3, etc, as well as any product rxk (and x"k, if we want it to be commutative),
where r € R. Since we should be able to add, we also obtain sums of the form ag+ai;x+asx2+- - -+ap,x",
where the a; € R. Thus, as you can see, R[x] is simply a polynomial ring with coefficients in R. But
of course, the elements of R could be all sorts of things, in which case elements of R[x] may not look
like ordinary polynomials, which typically have some sorts of numbers (Z, Q, R, C) as their coefficients.
Thus if you wanted, you could build a ring whose elements were polynomials with matrix coefficients.

The construction of R[x] realizes R as a subring of a larger ring, and is in some sense the “smallest”
way to do so, as we only added one element, and those which were forced upon us by the ring axioms.

Example 2.1.2. 1. The Gaussian integers are defined as the subring of C given by adjoining i to
the integers, namely Z[i]. They can be pictured as a square lattice in the complex plane. They
contain Z as a proper subring.

2. Rings such as Q[v/2], where we adjoin an irrational square root to the rational numbers, are of
great importance in number theory. They are called quadratic number fields. Since (1/2)? € Q,
we don't need any higher powers of the new element /2, so actually Q[ﬁ] = {a+b\@| a, beQ}.
In other words, if we think of this as some set of polynomial ring, where the “variable” is V2,
then actually the only polynomials we need are linear.

2.2 Products of Rings

Definition 2.2.1. Let R and S be two rings. Their product, sometimes called the direct product,
denoted R x S, is the ring
RxS={(r,s)|[re R seS}

So as a set, R x S is just the Cartesian product. It's made into a ring by defining addition and
multiplication componentwise:

(n,s1))+(ns)=(n+nsi+s); (ns) (ns)=(nn )

The zero element (additive identity) of this ring is just (0,0) - note that the first zero lives in R, but
the second lives in S, so it's bad notation. The multiplicative identity is (1, 1).



Inside R x S, there is “a copy” of R, namely the set
Rx {0} ={(r,0)|r € R}

This is a subring of R x S. It's not exactly the same as R, since things in R x {0} are still ordered pairs
of things in R and S, whereas elements of R are not. But you can see that they're basically the same.
In fancy jargon, R is “isomorphic” to R x {0}.

Example 2.2.2. 1. Products of rings always have lots of zerodivisors. For example, in 72 =7 x 7,
if a, b are nonzero integers, then (a,0) and (0, b) are nonzero elements whose product is zero, so
they are zerodivisors.

2. Z/27 x Z/3Z is a ring with 6 elements. So is Z/6. Your intuition from our study of them as
abelian groups may tell you that they are the same. We will see that they’'re isomorphic as rings,
just as they were isomorphic as groups. But it's crucial that 2 and 3 are coprime: Z/2Z x Z/27Z
is not the same as Z/4Z, not least because they're not even the same as groups!

3. Products of rings also have nontrivial idempotents, which is a comparatively rare phenomenon.
For instance, Z has no nontrivial idempotents, whereas Z x Z has the idempotents (1,0) and
(0,1).

2.3 Homomorphisms

Just as with groups, when we study rings, we are only concerned with functions that “preserve the
structure” of a ring, and these are called ring homomorphisms. Maybe you can guess what the definition
should be, by analogy with the case of groups.

Definition 2.3.1. Let R and S be rings, and ¢: R — S be a function. We say ¢ is a ring homomor-
phism if, for all a, b in R,

L. ¢(a+b) = ¢(a) + &(b),

2. §(a-b) = o(a) - 6(b), and

3. (1) =1.

Note that in (3), the first 1 is in R, while the second 1 is in S.

Notice that we explicitly require that ¢ sends 1 to 1. What about the additive identity 07 Why don’t
we have to require that ¢(0) = 0?7 This is because, as we proved a while ago, since R and S are groups
under addition, it follows automatically. But since neither R or S are groups under multiplication, we
have to add in this condition separately.

Definition 2.3.2. 1. Let R and S be two rings. The set of all homomorphisms from R to S is
denoted Hom(R, S).

2. A homomorphism is injective or surjective if it so as a map of sets (i.e., the usual definitions
apply)

Example 2.3.3. 1. f: Z — Z given by f(n) = n+1 is not a ring homomorphism. It fails conditions
1,2, and 3.

2. In fact, there is only one ring homomorphism from Z to Z, the identity map, which sends each
integer to itself. This is one of the reasons why Z is a very important ring.

3. The map Z — Z/nZ which sends an integer m to its congruence class 7 mod n is a ring homo-
morphism.



4. Ev,: Z[x] — Z given by Ev,(p(x)) = p(a) is a ring homomorphism, called the evaluation map
at a. It means simply “plug in @". This type of homomorphism is ubiquitous, since polynomials
can be viewed as functions, and for functions we just “plug in” an element. One can define the
same sort of map with Z replaced by an arbitrary ring R.

5. The map Z — Z sending n to n* is not a ring homomorphism unless k = 1. For example, if
k = 2, then since 2 = 12 4+ 12 # (1 + 1)? = 4, it is not additive.

6. If pis a prime, then the map Z/pZ — Z/pZ which sends [n] to [nP] is a ring homomorphism. In
other words, when we work mod p, the pth power map is a ring homomorphismE] Contrast this
with the example above.

7. If Ris any ring, then there are lots of homomorphisms from Z[x] to R. All we have to do is pick an
element r in R, and send x to r. The rest of the map is forced by the definition of homomorphism
(see following proposition).

Proposition 2.3.4. For any ring R, the set Hom(Z[x], R) is in bijection with R.

Proof. We will define a bijection from R to Hom(Z[x], R). For each r in R, define a map f, from Z[x]
to R by

fr(apx"+ -+ ax+a)=ap"+--+ar+a-1

Since the term on the right is just various powers of r added together (remember that the a;
are integers), it makes sense as an element of R. Now we have to check some things: a) f, is a
homomorphism, b) the correspondence between the rs and f,s is one-to-one, and c) it's onto.

To see that £, is a homomorphism, it's convenient to write f,(p(x)) = p(r). This is just a shorthand
notation for the formula above, where we've written p(x) for a,x" + -+ + a;x + ag. Then

f.(p(x) + q(x)) = p(r) + q(r) = f(p(x)) + f(a(x))

and
fr(p(x)a(x)) = p(r)a(r) = f.(p(x))f(a(x)),

which proves the first two properties. Finally, f,(1) = 1, simply because there is nowhere to substitute
r for x.

Now we have to show the one-to-one part. So suppose r and r’ are two distinct elements of R. Then
we get two maps f, and f,» and we have to show they're different. Well, f,(x) = r, and f.(x) = r'.
Since these two homomorphisms send the polynomial x to different elements of R, they must be different
homomorphisms, which establishes that the correspondence is one-to-one.

To show the correspondence is onto, suppose we start with a homomorphism f from Z[x] to R. We
have to show it has the form f, for some element r of R. First plug in the polynomial x to our map
f. That gives us our element r. This r in turn gives rise to a map f,. Now we have to show that
f and the new f, are the same map. By the definition of f,, we have f,(p(x)) = p(r). And writing
p(x) = apx" + -+ 4 a;x + ag, we have

f(p(x) = f(anx" + -+ aix+ap) = anf(x)"+ -+ a1f(x) +ao = air" +--- 4+ arr + ap = p(r)

This shows that when applied to any polynomial p(x), f and f, give the same result, so they're the
same homomorphism. Thus any given f can be written as f, (where we choose r to be f(x)), so the

correspondence is onto.
O

Lln fact, since by Fermat's little theorem, nP = n mod p, this map is none other than the identity map.



The proposition can be restated as follows: a homomorphism out of Z[x] is uniquely determined by
where it sends x. An analogous statement is true for maps out of Z|[x, y], etc.

The last part of the proof suggests why polynomial rings are so ubiquitous in ring theory: polynomials
are built entirely out of addition and multiplication, and homomorphisms “pass through” addition and
multiplication. So it is very easy to define homomorphisms on polynomials.

2.4 Isomorphisms

Just as for groups, bijective homomorphisms are called isomorphisms, and they tell us when two rings
“have the same structure”.

Definition 2.4.1. An isomorphism from a ring R to another ring S is a bijective homomorphism. If
an isomorphism between R and S exists, then we say R and S are isomorphic and we write R = S.

There is an alternative way to characterize isomorphisms, using inverse functions.

Proposition 2.4.2. Let f: R — S be a homomorphism. Then f is an isomorphism if and only if there
exists a homomorphism g: S — R such that g o f is the identity map on R and f o g is the identity
map on S.

Proof. Exercise.

Example 2.4.3. Inside the matrix ring M(R), there is a subring

e={(5 %) |nez).

Even though M,(R) is not a commutative ring, the subring R is commutative, and it is isomorphic to
Z, which is probably not surprising. To prove this, we define a map ¢: Z — R by, for nin Z,

¢(n)=(3 ?,)

First we check it's a homomorphism:
1. Additivity:

smen= ("o 0 ) =5 )+ (5 5)=em+em
2. Multiplicativity:

s = (7 ) =5 o) (5 5 )= dmen

3. Finally, ¢ sends 1 in Z to 1 in R, the role of 1 in R being played by the identity matrix.
So ¢ is a homomorphism. To see that it's an isomorphism, we can either check injectivity and
subjectivity, or go by the definition and produce an inverse. We'll go by the definition. The inverse is

¥: R — Z, given by
n 0
1/1(0 n)—n.

This is one of those points where authors tend to say “it's obvious that ¢ and ) are inverses”, but
I'll write out the details as a model for future reference. We need to check that ¢ (¢(n)) = n and

o(o( 5 0))=(5 5 ) wer
womy=v( g o) =n

10



and

using only the definitions of the two maps.

11



3 Kernels and ldeals

[Previous lecturd - [Next lecturd

3.1 The kernel of a homomorphism

Definition 3.1.1. Let ¢: R — S be a homomorphism of rings. The kernel of ¢, denoted ker ¢, is the
subset {r € R| ¢(r) = 0} of R. In other words, it's the pre-image of 0 under ¢.
The image of ¢ is the set im ¢ = {s € S|s = ¢(r) for some r € R}.

Because of the prominence of ideals (to be defined shortly) in the theory, the kernel tends to be a
more prominent player that the image in our analysis of homomorphisms. However, as is the case for
groups, there is an “isomorphism theorem"” saying that the two are “balanced” (see lecture 5).

Example 3.1.2. 1. The kernel of ¢: Z — Z/nZ sending m to [m] is {kn| k € Z}, in other words,
the set of all multiples of n.

2. The kernel of ¢: Z[x] — Z[x] sending p(x) to p(1) is the set of all multiples of x — 1.
3. The kernel of the map Z[x] — Q which sends x to 1/2 is the set of all multiples of 2x — 1.

4. The kernel of the map Z[x] — Z/2Z[x] which sends a polynomial p(x) to the congruence class
p(x) (in other words, “reduce the coefficients mod 2") is the set of all polynomials with even
coefficients.

Just as for groups, the kernel and image detect injectivity and surjectivity: to be injective means to
have a trivial kernel, so maps with a large kernel can be thought of as “very un-injective”.

Proposition 3.1.3. Let f : R — S be a homomorphism of rings. Then f is injective if and only if
ker f = {Or}, f is surjective if and only if im f = S.

Proof. Worksheet problem.

3.2 Ideals

Notice that in the examples above, the kernels were not even subrings, as can be easily seen by the fact
that 1 was not in the kernel. So what were they? They were ideals, which is in some ways like a normal
subgroup, and in some ways like a vector subspace in linear algebra.

Let's look back at example (1) to motivate the definition (we'll assume n > 1 here). The kernel of
the map m — i is the set of multiples of n, which we denote by (n). What properties does this set
have? It doesn't include 1, so it’s not a subring, but it is closed under addition, so its “nearly” a subring.
It's also closed under multiplication, since if an and bn are two elements of (n), then an- bn = abn - n,
which is again a multiple of n. So it's real “nearly” a subring. But in many ways it's better: closure
under multiplication means if we take any two elements of (n) and multiply together, we stay in (n).
But in fact, something more is true: if we take one integer which is in (n), and another one which might
not even be in (n), and multiply, we still stay in (n). In symbols: a- bn = ab - n, which is still in (n).
So an ideal (in this case, the kernel) is closed even under multiplication when one of the factors need
not lie in the ideal. This is stronger than the usual closure under multiplication, and is what makes
ideals so special.

Definition 3.2.1. Let R be a commutative ring. A subset | of R is called an ideal if it satisfies the
following conditions:

1. I is an additive subgroup of R under + (additive subgroup)

2. For any i in I and any element r of R, r-iisin | (closed under scaling)
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| call the second condition “closed under scaling” to distinguish it from “closed under multiplica-
tion”. | borrow the term from linear algebra, because for ideals, | sometimes think of the elements of /
as vectors, which are the important bits, and all the elements of r as scalars, which are used to multiply
up the vectors. Of course, they all live in R, since [ is a subset of R, but when dealing with an ideal,
you usually keep your attention focused on the elements of the ideal rather than all the elements of the
ring. So in some ways you can regard the definition of an ideal as being analogous to the definition of a
vector subspace, which is (a) an additive subgroup, and (b) closed under scaling. Hopefully this helps
you keep track of the difference between ideals and subrings, which confused me when [ first learned this.

Notice that in the definition we required the ring R to be commutative. This isn't a big deal for
us since most of our rings are commutative anyway. In a noncommutative ring there are notions of left
ideals, right ideals, and two-sided ideals, depending on wether / is closed under scaling on the left, the
right, or both. As you can imagine, tis complicates things quite a bit, and is one of the reasons why
noncommutative rings are much harder to study.

Proposition 3.2.2. If f: R — S is a homomorphism, ker f is an ideal of R.
Proof. Exercise. O

Example 3.2.3. 1. Every ring has at least one ideal: the subset consisting of only 0. It's an additive
subgroup, and closed under scaling because anything times zero is zero. We denote it by either
(0) or just simply O

2. As we've seen just before the definition, in Z, for any n, the set (n) of all multiples of n is an
ideal.

3. Similarly, in a polynomial ring Z[x] (or R[x], etc), for any polynomial p(x), the set (p(x)) of all
multiples of p is an ideal.

4. In a polynomial ring Z[x] (or R[x], etc), for any element a of Z (or R, etc) the set of polynomials
which go to zero when you plug in a for x forms an ideal. You might recognize this as the kernel
of the map p(x) — p(a).

5. In any ring R, the entire ring R is itself ideal, called the “unit ideal”. The reason for this name
is: if an ideal | contains 1, then it is equal to the entire ring, because if 1 is in /, then for any r,
r=r-1lis also in I by closure under scaling. This is the largest ideal in R.

6. In Q[[x]], the ring of formal power series over Z, the set S of series which converge absolutely on
some open interval containing 0 is a subring, but it is not an ideal. For instance, the series > x"
converges on (—1,1), soisin S, but if we multiply it by the series Z% (which isn't in S, but that
doesn’t matter, since we're checking for ideals here, and must allow ourselves to scale by anything
at all), we get the series

PR S B L
2 2 3
which doesn't even converge at zero, hence is not in S. Another way to see that it's not an ideal
is to note that the 1 element in R is in S (the series with only a constant term 1), so if S were
an ideal, it would be the unit ideal, which would mean every series converges, which is obviously
not true!
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7. What are all possible ideals in R = Z/6Z? This is a classic exam-style question. Let's work it out
- let I be a “mystery” ideal. | will just write elements as integers, but they're all to be taken mod
6. First of all, if 1 isin /, then | = R, so from now on let's assume that 1 is not in /. We know
0 must be in /, and that if nothing else is, then [is just the zero ideal. So now let's assume that
there is at least one other element a in /, which is nonzero, and not equal to 1. If 3 = 5, then
since 5-5=5-5=25 =1, | would contain 1, and hence be the unit ideal again. So let's assume
# 5, either. If a = 3, then the only multiples of a mod 6 are 3 and 0, so in this case / = {0, 3}. If
a =2, then all the multiples of 2 mod 6 are 0,2,4, we get | = {0, 2,4}. Similarly if a = 4. What
if I contains 2 and 37 Then by closure under addition it contains 5 as well, and then / would be
the unit ideal as above. Similarly, if / contains one even and one odd number (mod 6), then we
just get the unit ideal. So the possible ideals in Z/6Z are

0.R.(2).(3)

Note we have used the notation (---) as in the examples above to denote the set of multiples of
a given element. These types of ideals come up so often that they have a special name:

Definition 3.2.4. Let X be any subset of a ring R. The ideal generated by X is the smallest ideal
containing all elements of X, and is denoted (X). It can also be described as the set of all “linear
combinations” of elements of X with coefficients in R. Elements of X are called generators of the
ideal. If X is a finite set, say X = {x1, ..., xx}, we will write this ideal as (x, ..., xk). In the case when
X is a singleton, X = {x}, the ideal (x) is called principal.

Note that there may be many different choices of generators for a given ideal. For example,
(n) = (—n) inside Z; (x) = (5x) inside R[x] (but not when considered as ideals in Z[x] - do you
see why not?); and (2,x) = (4,x — 2) inside Z[x]. In fact, even the number of generators can be
ambiguous: the ideals (2) and (4, 6) are equal in Z.

Principal ideals are the nicest possible ideals you can have, and there are lots of rings in which every
ideal is principal, including Z and Q[x]. These nice rings are called principal ideal domains, and we will
study them more next week.

Notice also, in example 7, that we found as soon as our ideal contained a unit (in that case 1 or 5),
it was the unit ideal. The next lemma says that this is always the case, thus justifying the term “unit
ideal”.

Lemma 3.2.5. Let | be an ideal in R. | contains a unit if and only if | = R.

The proof is an exercise.

3.3 Operations on ldeals
The following proposition gives ways to produce new ideals, both larger and smaller, from given ideals.
Proposition 3.3.1. Let {I,}.ca be an arbitrary collection of ideals in R, indexed by a set A. Then

1. Naea is an ideal in R.

2. L+ 1lh={x+y|x€l,y €} is an ideal, called the sum of I, and I,. It is the smallest ideal
in R which contains both I, and Ip.

Proof. Exercise O

Example 3.3.2. 1. Let | = (x%,y), J = (x,¥?) in C[x,y]. Then I NJ = (x2 xy, y?), while
I+J=(xy)

2. Let m,n € Z be coprime. Then (m) N (n) = (mn), while (m) + (n) = (1) = Z. This second
is another way of stating the fact that if gcd(m, n) = 1, then there are integers a, b such that
am+ bn = 1.
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4 Quotient Rings

[Previous lecturd - [Next lecturd

The concept of a quotient ring is one the most important concepts in the class, so pay attention!

4.1 Review: Cosets

We saw in the very beginning of the class that if you have a set S, and you choose an equivalence
relation on it, you can partition your set into equivalence classes, which are disjoint and whose union is
the entire set. Elements are in the same equivalence class if and only if they are equivalent under the
relation you chose at the beginning. We also saw that conversely, any way you partition your set gives
rise to an equivalence relation - you simply define two elements to be equivalent whenever they live in
the same piece of the partition.

The idea of a coset in ring theory is basically the same as in group theory, except with ideals replacing
subgroups. Let's go through it: let R be a ring, and / an ideal in R. First we define our equivalence
relation: elements a, b of R are equivalent, written a ~ b, when a— b is in [. Then by the general theory
discussed in the previous paragraph, this partitions our ring into disjoint subsets, called cosets. One of
the cosets is just [ itself: this is the equivalence class of 0, since a ~ 0 exactly when a=a—0¢& /. The
other cosets look similar to /, they've just been “translated” by elements of R. We will write R// for
the set of cosets of /.

For a familiar example, take R to be Z, and [ to be the ideal (3). Then the cosets are (3) itself,
and the two other subsets {..., —2,1,4, ...} and {..., —1,2,5, ...}. They look the same (integers spaced
3 apart), but just “shifted"”.

You may object: this is exactly the same example we did in the group theory part - what do rings
and ideals have to do with it? Nothing, yet, we'll only use the fact that / is an ideal in the following
section. So far the definition of cosets only uses the fact that R is an abelian group under addition.

4.2 Quotient Rings

Now that we've defined the cosets, we want a way to turn the set of cosets R// into a ring itself, and
this is where the fact that / is an ideal comes into play. To fix notation, R is our ring, | our ideal
in R, and if r is an element of R we write 7 for the coset containing r - another way of writing it is
r+1={r+1i|i€l}, namely the elements of / all shifted by r. We sometimes call r a representative
of 7. The annoying part is that there may be many choices of representative for the same coset - this is
where that stuff about things being “well-defined” comes in to play. We can add cosets in the same way
as for groups: 71 + 7> = r1 + . One has to fuss about to prove that this addition rule is well-defined,
but I'll skip that since we did it for groups and we're about to do it again for the multiplication of cosets.

We multiply cosets in the obvious way: 11 - % = rir>. Now let’s check this is well-defined. Suppose
ri and s; are both representatives of the same coset (so 7 = 57), and that r; and s, also represent the
same coset. We need to check that whether we multiply the cosets using the r's or the s's we'll get the
same answer. That's what it means to check that the multiplication is well-defined. In other words, we
must show that 77 - 7> = 57 - ;. Since r; and r, represent the same coset, they are equivalent (since
cosets are equivalence classes), which means there is an element iy of | such that r; = s; + ;. Similarly
there is an i» such that r» = s, + i». This means that

n-h=nhn= (51 + i1)(52 + i2) =515 + S1l + S + 1lh =515 =51 - S

You should be able to go through and justify why each equality is true. The trickiest one is the fourth:
the cosets s15, + s1ib + Spip + i1i» and 515, are the same because the two representatives are equivalent:
(515 + s1fp + 21 + i1i2) — (s152) = s1l + Spiy + i1h, which is in /. You can see here why we need
property 2 of the definition of an ideal. We want syi» + spi1 + /1> to be in /, and it wouldn't be if | were
only closed under multiplication, since s; and s, do not necessarily live in /.

There's a lot more left to show that this addition and multiplication make R// into a (commutative)
ring (with unity): we have to check all the axioms for a (commutative) ring (with unity)! | won't type
that all out in great detail. First of all, R/I has a zero element, which is just the coset | (usually
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represented by the element 0 in R. Often we will just sloppily write 0 instead of the coset notation 0.
Secondly, as you might guess, R// has a multiplicative identity, which is just the coset 1. Again we may
often write simply 1 instead of the coset notation 1.

We don't really need to check the axioms stating that R// is an additive abelian group, since we've
already done that when we discussed quotient groups. The other axioms basically follow from the
corresponding property for R. For instance, here's a proof that left-distributivity holds. Let a, b, ¢ be
elements of R. Then

a-(b+¢)=a-(b+c)=a-b+a-c=a-b+a-c

4.3 The easy way to think about quotients of a polynomial ring

If all this seems vile and abstract, fear not: quotient rings are simple and quite fun to work with in
practice. We've already seen one example: the integers mod n. Take R = Z and | = (n). Then
R/l = Z/nZ, and this is just the usual integers mod n where we do all thee addition and multiplication
mod n.

Now let's look at quotients of polynomial rings, as this is the fun bit. We'll just do examples until
you get the idea:

Examples

1. Take R = C[x], and | = (x — 2). We said before that the coset / acts as the zero element in
R/I, so x —2 = 0. This is the same, using the addition rule for cosets, as saying that X = 2. So
how does R/l look? Well, it’s just like the polynomial ring, except we've replaced x with 2 and
put bars over everything. Since 2 is already in C, we haven't really added anything, so in fact this
quotient ring is just like C.

2. Take R =R[x], | = (x> +1). In the quotient ring R[x]/(x? + 1), we have cosets of polynomials,
but with the rule that x2 + 1 = 0, which we rewrite as X> = —1. So we think of elements of R/I
here as polynomials, but with the extra rule that X*> = —1. This is something we've seen before:
it's basically the same as C, where we take R and adjoin a square root of —1, which in the current
setting is being denoted by X.

3. Let's work backwards a bit. Say you want to work with a number system that's like the rational
numbers, but also for some reason includes the element /2. We can build this number system,
which before we've called Q[\@] using quotient rings. Start with Q. We'll need to adjoin a
variable (call it x), and then set this variable equal to V2. We cannot just quotient out by
(x — V/2). because that's not a polynomial with rational coefficients. So the correct quotient
ring seems like it should be Q[x]/(x® — 2). So the ring Q[x]/(x> — 2) is like the rationals, but
with an extra symbol X, which we know should behave like v/2, namely X> = 2. We can say that
Q[x]/(x® — 2) = Q[v/2], where the latter is to be thought of as a subring of R (or C).

4. Let R = R[x] and / be the ideal generated by x> — 1. Now I'm going to stop writing the bars
on top of everything, for simplicity. So we think of elements of this ring as polynomials in x, but
subject to the relation x3 = 1. What is (x* — x2) times (x? + x + 1) in this ring? It doesn't
have degree 6, like you'd expect in a normal polynomial ring. First we can simplify the first one
to x — x? using the relation, and then multiply them out to give

(x=x)P+x+1D)=x3+x2+x—x*—x}—x*=x—x*

and since x3 = 1, x* = x, so this is just zero! So the first thing we notice is that this ring has
zero divisors - we just found two of them - x* — x? and x? + x + 1. There is a more enlightening
way to see that their product is zero, however, by diligently factoring everything first:

(x* = x)(P+x+1)=x3(x+1)(x = 1D)(x*+ x4+ 1) = x*(x + 1)(x* = 1).
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This shows that their product is a multiple of x3 — 1, hence lies in /. So (x* — x?)(x? +x+1) and
x3 — 1 are equivalent, hence the coset [(x* — x?)(x? + x + 1)] is the same as the coset [x3 — 1],
which is just /, and we know that this functions as the zero element in the quotient ring.

Notice that the zerodivisor phenomenon basically happened because the generator for / factored:
x3—1=(x—1)(x*+x+1). That means right away that the two polynomials x —1 and x*>+x+1
are zerodivisors. We'll come back to this when we discuss prime ideals.

5. Here's a cool example that shows how you can do calculus without limits. Start with the ring
R[x], and adjoin a new element ¢, giving the ring R[x][¢] = R[x, €]. Finally, take the quotient by
the ideal (€2), this forces € to satisfy the relation €2 = 0. Let R = R[x, €]/(€?) be this new ring.
We can compute derivatives in this ring as follows: pick a polynomial whose derivative you want
to compute, say f(x) = x3. Now look at

f(x+e€) = (x+ e =x>+3x% +3xe? + = x*> + 3x%.

All the higher € terms disappear because of the relation €2 = 0, and the coefficient of the remaining
€ term is just 3x2, the derivative! In a HW exercise you will be asked to prove that in general,

fx+e)=f(x)+ f(x)e

If you work instead with the relation €” = 0, when you expand f(x + ¢), you will get the first n+1
terms of the Taylor series for f.

4.4 The Isomorphism Theorem

This section contains an extremely powerful result, which | remember as saying “image = source/kernel” .
This is entirely analogous to the isomorphism theorem we saw for groups. Recall that the image of a
map of rings ¢: R — S is the subring

im ¢ = {s € S| there exists an r € R such that ¢(r) = s}.

Proposition 4.4.1. Let ¢: R — S be a homomorphism of rings, and let | C R be its kernel. Then
imo =R/l

Proof. As usual we have to define an isomorphism : R// — im ¢. Let F € R/l be a coset, and define
f(7) = ¢(r). Since we're dealing with cosets, there may be many different representatives for the same
coset, which means we have to check it's well-defined. So suppose ¥ = ¥/, which is to say that r and
r' both represent the same coset. We need to check that f(7) = f(¥'). Since 7 = ¥, r and r’ are
equivalent, so their difference lives in I, which means that ¢(r — r’) = 0 (since / is the kernel of ¢). But
then f(F) — f(F') = ¢(r) — ¢(r') = ¢(r — r’) = 0 (using that ¢ is a homomorphism). This shows that
f(F) = f(7'), so f is well-defined.

Next we check f is a homomorphism. Let 3, b be two elements of R/I.
1. Additivity. f(a+ b) = f(a+ b) = ¢(a+ b) = #(a) + ¢(b) = £(3a) + f(b).
2. Multiplicativity. f(a- b) = f(ab) = ¢(ab) = ¢(a)p(b) = f(3)f(b).
3. Sends 1 to 1. f(1) = ¢(1) =1.
Notice that each of the steps only used the rules for addition and multiplication in the quotient, and
the fact that ¢ is a homomorphism. So it's easy, as long as you know how to set it up.

Finally we check that f is injective and surjective. For injectivity, suppose f(7) = 0. We need to
show that 7 = 0 in R/I. Since f(F) = 0, ¢(r) = 0, by the definition of f, so r is in the kernel of ¢,
which is /. But this means that 7 = /, which is the zero coset in R/I. For surjectivity, pick any s in
im ¢. We need to find a coset that maps to s under f. By the definition of im ¢, this means there is
an r in R such that ¢(r) = s. But then the coset 7 maps to s under f, since f(7) = ¢(r) = s, so f is
surjective. O
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Example 4.4.2. 1. First we'll use the proposition to give a proof that R[x]/(x?+ 1) = C, which we
showed in the previous section. The idea is to first give a map from R[x] to C, find its kernel, and
apply the theorem. The map we'll use is ¢: R[x] — C given by p(x) — p(i). Like we did before,
but now x really means x, and not the coset [x]. It's surjective, because for any a+ bi in C, we
have ¢(a + bx) = a+ bi; so S¢ = C. To find the kernel, suppose ¢(p) = 0. Then p(i) =0, so
p has i as a root; since it's a real polynomial, it must also have —i as a root, too (complex roots
of real polynomials always come in conjugate pairs...). This means that if we factor p over C, it
has factors x — i and x + 1, so over R, it has a factor x> 4+ 1. Thus p is in the ideal generated by
x2+41. Conversely, every element of the ideal (x?+ 1) is in kernel, so this shows ker ¢ = (x%+1).
Applying the theorem then gives R[x]/(x?>+ 1) = C.

2. For an easier example, consider the ring R[x]/(x — 1). We know that the quotient here basically
means “set x equal to 1", and since 1 is already in R, this quotient ring should just be R. Let's
use the proposition to prove this rigorously. The philosophy behind using this proposition is to find
a map whose kernel is the thing you're taking the quotient by (in this case the ideal (x —1)). So
define ¢: R[x] — R by sending x to 1; that is to say, ¢(p(x)) = p(1) (so ¢ is just the evaluation
map Evi). Next we compute its kernel and image. The image is all of R since for any a in R,
¢(ax) = a. To find the kernel, note that p(x) is in the kernel if and only if p(1) = 0, that is, if
and only if 1 is a root of p. Since roots correspond to linear factors, this happens if and only if
p(x) = (x — 1)g(x) for some g in R[x] (in other words, we can factor out at least one copy of
(x — 1) from p). But this exactly means that p is in the ideal (x — 1), so this ideal must be the
kernel. Then the proposition says that

R = im ¢ = R[x]/ ker ¢ = R[x]/(x — 1)

3. Let's see what R[x, y]/(xy) is isomorphic to. We'll first define a homomorphism from R[x, y] to
R[x] x R[y], and then check its image and kernel. The map we'll use, let's call it f, is:

f(p(x,y)) = (p(x,0),p(0,y))

First, check it makes sense: the output is an ordered pair, and in the first slot we've substituted
y = 0, giving a polynomial in x only; in the second slot we've substituted x = 0, giving a
polynomial in y. Thus the output is indeed an element of R[x] x R[y]. Let’s first find the image.
Notice that both terms in the outputs come from the same polynomial p. So if we set x = 0 in
the first slot, and y = 0 in the second slot, we get the same result, namely p(0,0). So elements
of the image are pairs (p(x), q(y)) which satisfy p(0) = g(0). Let's check that this is enough
to describe the image. Specifically, if we have a pair satisfying p(0) = g(0), is that enough
to guarantee it's in the image? Yes, because such a pair occurs as an output under f of the
polynomial p(x) 4+ g(y) — p(0) (weird, but it works...). Second, let's determine the kernel. It had
better be (xy) or else this map won't tell us anything about the quotient ring we're interested
in! Suppose p(x,y) is in the kernel, then p(x,0) = 0, and p(0,y) = 0. The first condition says
that when you set y to 0, it kills the polynomial, so y divides p(x, y); similarly x divides p(x, y).
Combining these, we find that xy divides the kernel, hence ker f = (xy) (the other inclusion is
clear since f(xy) = (0,0)). Thus applying the isomorphism theorem above gives

R[x, y1/(xy) = {(p(x). a(y)) € Rlx] x R[y] | p(0) = q(0)}.

This has a nice geometric interpretation: elements of R[x, y]/(xy) are functions on the zero set
of xy, which is just the union of x- and y-axes (the “cross”). To give a function on the cross, we
just have to give a function on the x-axis, and another function on the y-axis, and they can be
whatever we like, as long as they match up at the origin. That's exactly what the right hand side
of the isomorphism describes!

18



5 Factorization; Reducibility; Roots

[Previous lecturd - [Next lecturd
This lecture is a comparison of some structural properties relating to factorization in the ring of

integers and the ring of polynomials in one variable.
First we recall mostly without proof the basic multiplicative properties of Z.

5.1 Division and Factorization in Z

Here we simply restate various familiar facts about division in Z.

Proposition 5.1.1. /f a and b are two integers, with b # 0, then there exist unique integers q and r,
with 0 < r < |b|, such that a = bqg+r

We say that b divides a if a = bk for some integer k, and this happens if and only if r = 0 in the
proposition. Using this, one can prove that any pair of nonzero integers a, b has a gcd, and that the
gcd can be expressed as an integer linear combination of a and b, in particular

Proposition 5.1.2. If a and b are coprime, then there exist integers x and y such that ax + by = 1.

The definition of a prime integer is an integer greater than one which has no factors except 1 and
itself. The above proposition shows that

Proposition 5.1.3. If p is prime and p divides ab, then p|a or p|b.

We will see that it is this property of primes which generalizes well to more abstract settings (in
particular, it suggests a notion of prime ideals).

Proof. Assume that p|ab. We show that if p fa, it forces p|b. So assume that p fa. Then p and a are
coprime (since p has no nontrivial factors), so we can find x, y with px 4+ ay = 1. Multiply by b to give
pbx + aby = b. Since p divides both terms on the left, it divides b. O

Finally, the most famous result about primes is that they are "multiplicative building blocks" for Z.

Proposition 5.1.4 (Fundamental Theorem of Arithmetic). If n is any integer, then n can be written as
n=cpi--pr,

where the p; are primes and ¢ = +1. This expression is unique except for the order of the prime factors.

5.2 Division and Factorization of Polynomials

To keep the theory of polynomials manageable, we will be considering mostly polynomials whose coeffi-
cients live in Q or R or C (as opposed to Z, where there aren’t enough units, or say Z/67Z, where there
are zero divisors). These rings Q, R, C,are called fields:

Definition 5.2.1. A field is a ring in which every nonzero element is a unit.

We will denote by k an arbitrary field, but you should keep the examples k = Q, R, C in your mind.
In the division algorithm for Z, the remainder r is “small”, i.e. less than |b|. For this we had to measure
the “size” of b using absolute value (since b might be negative). Polynomials also have a measure of
size, namely their degree.

Definition 5.2.2. Let p € k[x] be a nonzero polynomial, written as p(x) = apx" + --- + aix + ao,
where a, # 0. The degree of p is n, written deg p = n. In other words, the degree of p is the largest
exponent of x which appears with nonzero coefficient.

Note that we did not define the degree of the zero polynomial, for technical reasons. Polynomials of
degree zero (and also the zero polynomial, whose degree is undefined) are called constant polynomials;
degree one, linear; degree two; quadratic; then cubic, quartic, etc.

As for integers, we say f divides g in k[x], written f|g, if there is an h € k[x] such that g = fh.
Then f is said to be a divisor or factor of g The notion of irreducibility, like primeness for integers, is
a sort of minimality condition for the divides relation:
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Definition 5.2.3. A polynomial p € k[x] is irreducible if p is non-constant and the only divisors of p
which have lower degree are the constant polynomials.

The main results about divisibility and factorization for polynomials in k[x] are the following:

Theorem 5.2.4. 1. Iff,g € k[x] and g # 0, then there exist polynomials q, r € k[x] such that
f=gq+r,
with either r =0 or 0 < degr < degg.
2. Iff and g have no nonconstant common factor then there are polynomials r, s such that fr+gs = 1.
3. If p € k[x] is irreducible and p|fg, then p|f or p|g.

4. Every nonzero polynomial f can be written as

f=cpi-pr,

where ¢ is a unit (a nonzero constant polynomial) and the p; are irreducible polynomials.

In the factorization in 4, we can even omit the unit term c, since cp; will still be irreducible, so we could
just rename cp; as p;. However, we will often try to work with monic polynomials, i.e., those whose
leading coefficient is 1. In this case, if we take all the p; to be monic, then the unit factor ¢ (which
would just be the product of the leading terms of the p;) appears out front.E]

Proof. Omitted. Part 1 is basically just long division of polynomials as you learned in high school. Parts
2, 3, and 4 follow from 1 using the same arguments as for integers. O

The urge to factorize polynomials is intimately relating to the arguably more basic urge to solve
polynomials, which is basically the origin of all algebra. This can be made precise as follows:

Definition 5.2.5. Let f € k[x]. An element a € k is called a root (or zero) of f is f(a) = 0 in k.
Equivalently, « is a root of f if f € kerEv,. If K is a larger field containing k, we also say that o € K
is a root of f in K if f(a) =0 in K. We sometimes say that f cancels .

Note that it makes sense to evaluate f(a), even when o € K\ k, because since k C K, k[x] C K[x],
so we can regard f also as an element of K[x] and apply the evaluation map Ev,: K[x] = K][x] to f.
The next proposition says that finding roots is the same as finding linear factors.

Proposition 5.2.6. Let f € k[x]. Then f has a root in k if and only if f has a linear factor.

Proof. First suppose that f has a linear factor, so we can write f(x) = (x — ¢)g(x) for some ¢ € k,
g € k[x]. Then f(c) = (c — c)g(c) =0, so f has the root c in k. Conversely, suppose f has a root
cin k. Then f € kerEv.: k[x] — k. Also, the polynomial x — c is in ker f. Now apply the division
algorithm to f and x — ¢, giving f = (x — ¢)g + r, where r = 0 or deg r < deg(x — ¢) =1, so r must
be a constant (either it's 0 or it has degree zero, meaning it's a nonzero constant). Call this constant
a. Then f(x) = (x — ¢)q(x) + a. Plugging in x =c gives 0 = f(c) = (c —¢)g(c) +a=0+a=a, so
a=0. Thus f = (x — ¢)q, so f has a linear factor.

O

Now let’s see how these factorizations look over various fields of interest.

10n a related note, you might notice that, unlike in Z, here we made no claim about the uniqueness of the factorization.
This is because there are lots of units in k, so we can always “tweak” the factorization, by say multiplying p1 by a unit
and then multiplying p» by its inverse. One can formulate a uniqueness claim roughly as: the factorization is unique up to
the ordering of the irreducibles and multiplication by units. We won't need any uniqueness results in our analysis, so I've
not made any such statement in the theorem.
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Example 5.2.7. 1. Over C, every nonconstant polynomial has a rooiﬂ So it has a linear factor.
Proceeding inductively, this shows that every complex polynomial factors into linear factors, i.e.
every nonzero f € C[x] can be written as f(x) = ¢(x — a1)" -+ (x — a,)™ for some ¢ # 0 and a;
in C, and r; € N. If some exponent r; > 1, a; is called a multiple root, and r; its multiplicity.
If r; =1, a; is called a simple root. In other words, the irreducible polynomials over C are the
linear ones.

2. Over R things are slightly more complicated. There are two types of irreducibles in R[x]: linear
ones and irreducible quadratics. You can tell whether a quadratic ax? + bx + c is irreducible by
looking at the discriminant b?> — 4ac. If b> — 4ac < 0, it's irreducible, and vice versa. The way
to see that these are the only irreducibles is by taking a real polynomial f € R[x], and viewing
it temporarily as an element of C[x] (which contains R[x]). It factorizes completely into linear
factors over C, and it's easy to check that the non-real roots come in complex conjugate pairs
aj, @;. For each such pair we obtain a real irreducible quadratic, because

(x —a)(x —3) = x*> — (a+3)x + |a%,

and you can check that the discriminant of this thing is negative.

3. Over Q things are even worse! Not only are there linear and quadratic irreducibles, like in R,
but in fact there are irreducibles of every degree! For example, if p is prime, the polynomial
xP~1 4 xP=2 4 ... 4 x+1isirreducible. This is a very interesting polynomial, called a cyclotomic

xP—1

x—1

polynomial, which can be thought of as
itself).

. It's roots are the pth roots of unity (except 1

4. Irreducibility is fussy over Z as well. For example, the polynomial 3x — 3 is irreducible over @,
because even though we can factor it as 3(x — 1), 3 is a unit in Q. But over Z 3 is not a unit,
so 3x — 3 is reducible. Thus the issue of (ir)reducibility is complicated by the existence of fewer
units. You will explore the relation between reducibility over Z and Q using Gauss' Lemma in a
HW problem.

Luckily there is a useful result called Eisenstein's Criterion that helps allows us to identify some of
the irreducible polynomials over Q:

Theorem 5.2.8 (Eisenstein’s Criterion). Let f(x) = apx" + -+ aix + ap € Z[x]. If there is a prime p
such that p? Jag, pla; fori =0,...,n—1 and p [a,, then f is irreducible over Q. If gcd(ao, ..., an) = 1,
then f is also irreducible over Z.

Note: we can interpret the conditions on the coefficients in terms of reduction mod p, as follows:
letting f be the reduction of f mod p (or mod p?), i.e., the image of f under the map Z[x] — Z/pZ[x]
(or Z[x] — Z/p*Z[x]), the conditions say that f = a,x", with 3, # 0 mod p, and f = 2,x" + 3 mod
p?, with @, # 0 and 3, a multiple of p mod p?.

Proof. Suppose the conditions of the theorem hold, and assume for a contradiction that f is reducible
in Q[x], so that f = gh for some non-unit g, h € Q[x]. By a corollary of Gauss' Lemma (see HW6),
we find that f is reducible in Z[x] as well. Then denoting by f, g, h the reductions mod p of these
polynomials, we have gh = f = a,x", which means that & = ax and h = bx"~*. This shows that all
the other coefficients of g and h are zero mod p, so they're all divisible by p. But since their constant
terms are both divisible by p, the constant term of f is divisible by p?, which contradicts the hypothesis
of the theorem.

O

Example 5.2.9. 1. The polynomial f(x) = 2x3+6x?+ 12x+6 is irreducible over Q, since the prime
3 divides all but the leading coefficient, but 32 does not divide the constant term. Yet it is not
irreducible over Z because we can factorize it as 2(x3 + 3x? + 4x + 3), and this is a nontrivial
factorization since 2 is not a unit in Z.

2This highly nontrivial statement is called the Fundamental Theorem of Algebra; we won't prove it in this course, but
will use it when dealing with examples over C.
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2. The theorem does not apply to the polynomial x? + 5x + 6, since there is no prime which divides
the lowest two coefficients. However, this polynomial is nevertheless reducible, since it factorizes
as (x + 2)(x + 3).

3. The theorem does not apply either to the polynomial 2x? + x + 3, but this one happens to be
irreducible, since its discriminant is 12 — 4 -2 -3 = —11. This means it has two complex roots, so
cannot have any integer roots. These two examples show that if we cannot find a prime p as in
the statement, no conclusion whatsoever can be drawn about the irreducibility of the polynomial.

4. Here is a famous application. We prove that the cyclotomic polynomial ®,(x) = xP~14- - 4+x+1
(where p is some prime) mentioned above is irreducible in Z[x]. First off, a trick: ®,(x) is
irreducible if and only if ®,(x+ 1) is (reason: f(x) — f(x+1) is an automorphism of rings). But

since ®p(x) = , so replacing x by x + 1 we have

1
Oplx+1) =~ ((x+ 1P 1)

1
= — (Xp + po_l + (p> Xp_2 + N + px)
X 2

:Xp71+po72—|—~'~p

Thus Eisenstein’s criterion applies and shows the irreducibility of ®,(x + 1), hence of ®,(x).
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6 Special Classes of Rings

[Previous lecturd - [Next lecturd

The previous lecture illustrated some striking similarities between the seemingly very different rings
Z and k[x]. Today we introduce some terminology to describe these similarities. We define various
classes of rings, and investigate the relationships between them.

6.1 Fields
We have seen fields already, but | include them again here for completeness.

Definition 6.1.1. A field is a ring in which every nonzero element is a unit. As before, we use the letter
k throughout to denote an arbitrary field.

For example, Q, R, C are fields, while Z is not. You proved in HW5 that Q[\@] is a field. Z/5is a
field, while Z/6 is not. In general, Z/n/Z is a field if and only if n is a prime (you should prove this as
an exercise - it follows from an analysis of the units and zero divisors in Z/nZ).

Proposition 6.1.2. Let R be a nonzero ring. R is a field if and only if it has exactly two ideals (which
must be the zero and unit ideals).

6.2 Integral Domains (“Domains”)

Definition 6.2.1. A nonzero ring is called an integral domain (or usually simply a domain) if it
contains no zerodivisors.

Examples
1. Z is a domain.
2. Z/nZ is not a domain when n is composite. It is a domain when n is prime.

3. Q[x]/(x? — 1) is not a domain, but Q[x]/(x?+ 1) is.

6.3 Principal Ideal Domains

Definition 6.3.1. An integral domain is called a principal ideal domain (PID for short) if every ideal
in it is principal (can be generated by a single element).

Examples

1. Z is a principal ideal domain. Question: what about the ideal (2,5) generated by 2 and 57 It has
two generators, so it doesn’t seem like it's a principal ideal... Answer: since 5-2-2=1 is also in
this ideal, the ideal is actually the unit ideal, generated by 1, hence principal. Some ideals may
not seem principal, even though they actually are.

2. k[x] is a principal ideal domain.
3. Z[x] is not a principal ideal domain: the ideal (2, x) cannot be generated by one element.

4. Clx, y] is not a principal ideal domain: the ideal (x, y) cannot be generated by one element.

6.4 Euclidean Domains

This one is more complicated. A Euclidean domain is one where there is a division algorithm. To define
such an algorithm, we need to equip the ring with some measure of size to be able to say that the
remainder upon division is smaller than the divisor.

Definition 6.4.1. An integral domain R is called a Euclidean domain if there is a norm on R, which
is a function n from R\ {0} to N, which satisfies
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1. For any f, g in R, with g nonzero, there exist g, r in R such that f = qg + r, and either r =0 or
n(r) < n(g).
2. For any nonzero f, g in R, n(f) < n(fg).

The definition says, in simple terms, that any element f can be divided by a nonzero element g,
giving a remainder r that is smaller than the thing you divided by (g). The second property says that
when you multiply elements, the norms get bigger (or stay the same).

Example 6.4.2. 1. Zis a Euclidean domain. The norm function is just the absolute value. The fact
that it satisfies the two properties is clear.

2. Q[x] is a Euclidean domain. The norm function is the degree: the highest power of x appearing in
the polynomial. Just as for integers, we can do long division with polynomials, and the remainder
always has degree strictly less than the thing we divided by. So property 1 holds. Property 2 holds,
and in fact n(f) = n(g) if and only if they differ by a unit (recall that the units in the this ring
are just the nonzero constant polynomials).

3. The Gaussian integers Z[i] are a Euclidean domain with norm function given by n(a+bi) = a®+ b°.

4. It can be quite hard to decide whether a given ring is a Euclidean domain or not. For how we can
we prove that there does not exist a norm function? Maybe there is one, but we weren't smart
enough to find it! Anyways, Z[x] is not a Euclidean domain. The easiest way to see this will come
soon, when we prove that every Euclidean domain is a PID. Since we know that Z[x] isn't a PID,
it cannot be a Euclidean domain, either.

5. If Ris a Euclidean domain, and / an ideal of R, can the quotient ring R// be made into a Euclidean
domain? The obvious guess for a norm function would be this: n([r]) = ng(r), where ng is the
norm on R. But is it well-defined? Probably not, unless all the elements in our ideal have the
same norm.

6.5 Unique Factorization Domains

Unique factorization domains (or UFDs, for short) are another class of very nice rings, again modeled
on the integers and polynomials, in which we can factor things into irreducible pieces. We have defined
irreducibility for polynomials, but the definition can easily be extended to more general rings:

Definition 6.5.1. A nonzero element r of a ring R is called irreducible if it is not a unit and the only
way to factor r = ab is by taking either a or b to be a unit.

Thus an irreducible element is one which is “unfactorable”, except for “trivial” factorizations obtained
by pulling out units. For example, prime numbers in Z, or linear polynomials in C[x]. Of course, in
R[x], there are irreducible quadratics, too, such as x? + 1.

Definition 6.5.2. An integral domain R is called a unique factorization domain if every nonzero
element that is not a unit can be written as a product of finitely many irreducible elements, and this
factorization is unique, meaning that given any two factorizations r = a;---ax = by--- by, k and m
must be the same, and after possibly reordering the factors, each a; is a unit times b;.

Example 6.5.3. 1. Z is a UFD - this is the statement of the fundamental theorem of arithmetic.
2. Z[x], Q[x], R[x], and C][x] are all UFDs (Z[x] is the hardest one to prove).

3. Z/6Z is not a UFD, because for example there are two ways to factor 3: 3=3-3 and 3=3-5.
But there's a simpler reason: Z/6Z is not even a domain! 3 is a zero divisor: if you multiply
it up by 2, you get 0, so there should be many ways to factor it, by adding copies of 2 to the
second factor. This is one reason why we restrict our attention to domains when talking about
factorization.

4. The most famous example of a ring that is a domain but is not a UFD is Z[/—5], which is a
subring of C. In this ring there are two ways to factor 6: 6 =2-3 and 6 = (1 +/=5)(1 —/-5).
One has to check that 2,3 and 1+ /=5 are all irreducible and do not differ by units to make sure
that these really count as distinct factorizations.
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6.6 Relationships Between the Types of Rings

We know establish some containments between these various types of rings. The results are summarized
in the following theorem.

Theorem 6.6.1. { fields } C { Euclidean domains } C { principal ideal domains }
C { unique factorization domains } C { integral domains }

Proof. 1. Fields are Euclidean domains Given any field F, define a norm n on F by setting n(a) = 0
for all a £ 0 in F. This satisfies the division algorithm because we can always divide without even
needing remainders (it's a field).

2. Euclidean domains are PIDs

Start with any Euclidean domain R, and pick an arbitrary ideal / in R (can assume it's nonzero
since the zero ideal is already principal). We need to show it can be generated by one element.
First we have to choose this element. Well, it should be the “smallest” (think about the ideal (3)
in Z: the generator is the smallest, since it has to divide all the other multiples). So let f be a
nonzero element of / of smallest norm (there may be more than one choice for f, as in using 3 or
—3 to generate (3) in Z). How do we know that there is an element of smallest norm? Well, look
at the set of all norms of all nonzero elements of R. It's a subset of N\ {0}, so it has a smallest
element (N is “well-ordered").

Now we've got our putative generator, and we have to show that everything else in / can be
written as a multiple of f. So pick any other nonzero g in /, and do the division algorithm on
g by f (property (1) of Euclidean domains). This gives a quotient g and remainder r satisfying
g = gf + r, where r has smaller norm than f (or else is 0). But since f and g are both in the
ideal /, and r = g — gf, r must also be in /. Since f has smallest norm in /, we cannot have
n(r) < n(f), and therefore r = 0, which shows that f divides g, hence g is a multiple of f. Since
g was arbitrary in /, this shows that | = (f).

3. PIDs are UFDs This is the hardest bit, which | only do part of. We start with a PID R, and we
have to show it’s a UFD, which breaks into two parts: 1. show that any element can be factorized
into finitely many irreducibles, and 2. show that this factorization is unique (in the sense of the
definition of UFD). Here's a sketch of step 1: Pick an element r of R. If it's zero or a unit,
we've no need to factorize. So assume r is nonzero and not a unit. It's either irreducible, or it's
not. If irreducible, we're done. If not, it has two proper non-unit factors. Repeat the process for
these factors. Keep repeating this process until you reach irreducible elements. Problem: what if
the process doesn't stop?E] To see that it stops, suppose for contradiction that a certain element
could be factored indefinitely: in this case we would be able to produce a chain of distinct ideals
(a1) C (a2) C - -+ (by taking as generator, one of the new factors in each successive factorization).
Then if we take the union of all these ideals, it's (a) still an ideal (check!) and (b) principal (we're
in a PID). Then you'd have to check that its generator is equal to one of the a; (up to a unit). But
it would also be equal to aj;1, etc, (up to units), and we supposed the ideals were all distinct -
contradiction. This shows that in a PID, the process of breaking off irreducibles stops after finitely
many steps. For the uniqueness, one makes an inductive argument on the number of irreducibles
in a factorization.

4. UFDs are integral domains This is built into the definition: UFDs, PIDs, and EDs all have a
“D"” for domain.
O

IThis can actually happen: Consider the subring Z[{+/2},en] of C, obtained by adding all nth roots of 2, as n varies
from 1 to co. Try to factor 2 in this ring. It factors as 2 = (v/2)2 = (v/2)* = (¥/2)8 = - - -, and this process of factoring
can go on forever, each radical being broken down further and further, whilst never reaching an irreducible. The infinite
chain of ideals in this case would be (v/2) C (v2) C (V2) C ---
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| conclude this lecture with a picture, patiently etched on a Caffe Strada napkin, showing the
inclusions amongst the various rings, along with examples. If a ring lives in a certain box, it's that sort
of ring; if not, it's not one of those rings. So, for example, Z[x] is a UFD but not a PID.
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7 Prime and Maximal ldeals
[Previous Tecturd - Next lecture

Today we discuss two very important types of ideals, and learn how to use them to check whether
certain quotients are fields or integral domains.

7.1 Prime numbers and prime ideals in Z

The crucial connection between (principal) ideals and elements is this: divides corresponds to contains.
This means: if f|g in a ring (meaning there is an h such that g = fh), then g € (f). If f divides g,
then g is in the ideal generated by f.

What does this mean in the simple case of the ring Z? Prime numbers are ones that have no proper
divisors. Another property, often taken as the definition, is that if a prime p divides a product, then it
divides one of the factors: if p|ab, then p|a or p|b. This is the property we want to generalize to ideals.
So let's translate the statement. p|ab means ab € (p), and similarly pla means a € (p), etc. So in
terms of ideals, p is a prime number means that if ab is in (p), then a or b (or both) must be in (p).
So for an ideal in Z generated by a prime number, we have the following slogan: if a product is in it,
one of the factors must be, also. This is basically the definition of a prime ideal, and it makes sense
in any ring.

7.2 Prime ldeals

Definition 7.2.1. Let / be a proper ideal in a ring R. We say / is a prime ideal if whenever ab is in /,
either a or b (or both) is in /.

Examples

1. In Z, an ideal (n) is prime if and only if the integer |n| is prime (| put the absolute value since
primes are required to be positive, but the generator may not be), or n = 0.

2. More generally, in any PID, a nonzero ideal is prime if and only if it is generated by an irreducible
element.

3. In the ring Z, the zero ideal is prime, but in the ring Z/6, the zero ideal is not prime, since
2:3€(0) but 2 ¢ (0) and 3 ¢ (0).
7.3 Maximal ldeals

A maximal ideal is what the name suggests: the biggest possible ideal. But that would be the entire
ring, and there would be only one. So we require maximal ideals to be proper, and then it turns out
that there can be many of them.

Definition 7.3.1. An ideal m in a ring R is called maximal if it is not the unit ideal and there are no
other ideals / such that m C | C R.

Examples
1. In Z and R[x], every nonzero prime ideal is maximal.
In R[x, y], (x,y) is maximal, (x) is prime but not maximal, and (x?) is neither prime nor maximal.

In C[x, y], any ideal of the form (x — a,y — b) (where a, b € C) is maximal[f]

= N

In Z[x], (2) is prime but not maximal. (2, x) is maximal. (4, x) is neither prime nor maximal.

The relationship between prime and maximal ideals is as follows:

INotice that these maximal ideals correspond bijectively to points in C2. This is the beginning of algebraic geometry,
and is one version of a theorem called Hilbert’s Nullstellensatz.
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Proposition 7.3.2. Any maximal ideal is prime.

This proposition follows immediately from the results of the next section, but let's prove it directly
for some practice working with the definitions.

Proof. Let m be a maximal ideal. To show it's prime, assume a, b € R, with ab € m and a ¢ m. We
must show that b € m. Since a € m, the ideal sum m + (a) is strictly larger than m, and since m is
maximal, it must be equal to the unit ideal R. So 1 € m+ (a), which means we can write 1 = x + ra for
some x € m and r € R. Then b = xb + rab, and since both x and ab are in m, this shows that b € m.

O

That the converse is not true is demonstrated by example 4 in the previous section: the ideal (2) is
prime but not maximal. It's not maximal because it's contained in the larger (proper) ideal (2, x). But
it's prime because if fg € (2), then fg has only even coefficients. But an analysis of the formula for
the coefficients of a product shows inductively that either f or g must then have only even coefficients,
hence be in (2). Notice that the ring in which we found such a counterexample, Z[x], is not a PID.
This is no coincidence:

Proposition 7.3.3. Let R be a principal ideal domain, and | = (a) a nonzero ideal. Then | is prime if
and only if | is maximal if and only if a is an irreducible element.

Proof. For the first equivalence, we need only show that prime implies maximal. So assume [ is prime,
and suppose J is another ideal properly containing /. We'll show that J must be the unit ideal, and this
will show that / is maximal. Write J as J = (b) (since we're in a PID). Since J properly contains /,
b & J. But since (a) C (b), € (b), so a = rb for some r. Since a=rb € I, and | is prime, r € [ or
b € I, but we said b ¢ I, so it must be that r € I. Thus we can write r = sa, so a = rb = sab, hence
a— sab = a(1l — sb) = 0. Since we're in a domain and a # 0, 1 —sb =0, so sb =1 hence b is a unit
so J is the unit ideal.

For the second equivalence, first assume / = (a) is maximal, and suppose for a contradiction that a
is reducible, say a = bc, with b, ¢ nonunits. Then (a) C (b) # R, which contradicts maximality of /; so
a must be irreducible. Conversely, assume a is irreducible. Then for any b, b properly divides a implies
b is a unit. In terms of ideals this says that (a) C (b) (proper inclusion) implies (b) = R. Since ideals
of the form (b) are the only ideals in R, this exactly says that (a) is maximal.

O

7.4 Relations between these ideals and their quotients

Now we prove a few useful things about these ideals.

Before proving the next very useful proposition, we need a basic result about ideals in quotient rings.
Recall that the canonical homomorphism 7: R — R/l from a ring to its quotient is the map sending
x to the coset X. Note that 7 is surjective.

Proposition 7.4.1. Let R be a ring and | an ideal of R. Then the ideals of R/I are in bijection with
the ideals of R which contain .

Proof. First pick an ideal J in R/I. lts pre-image J = 7~1(J) is an ideal in R, since pre-images of ideals
are again ideals. Moreover, it contains / since everything in | goes to zero, and zero is in J. Conversely,
suppose given an ideal J of R which contains /. Then we claimP] that 7(J) is an ideal in R//. We know
that it's an additive subgroup, since it's the image of a group homomorphism. It's closed under scaling:
let X € w(J), for some x € J, and y be any other element of R//. Since 7 is surjective, write y = 7(y).
Then xy € J (since it's an ideal), and 7(xy) = Xy = Xy, so Xy is in 7(J).

To establish the bijection, we must check that 7(7~1(J)) = J and 717 (J) = J. I'll leave this to

you...
O

Proposition 7.4.2. Let R be a ring.

2This is special - usually images of ideals are not ideals.
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1. An ideal p is prime if and only if R/p is an integral domain.

2. An ideal m is maximal if and only if R/m is a field.

Proof. 1. The condition for p to be prime is “ab € p implies a or b is in p”. In terms of the quotient
ring R/p, this is exactly the same as saying “ab = 0 implies 3 or b is zero.” This is exactly the
statement that there cannot be zerodivisors in R/p.

2. If R/mis a field then the only ideals are (0) and R/m. So the only ideals in R containing m are
their two pre images, namely m and R. So m is maximal. Conversely, if m is maximal, then there
are no ideals in R/m containing (0) besides R/m itself. This means (0) is the unique maximal
ideal of R/m, which implies that everything outside (0) is a unit (HW exercise), hence R/m is a

field. Alternatively, this implies R/m has only two ideals, 0 and R/m itself, so 'tis a field by 6.1.2.
O
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8 Field Extensions
Previous lecture - [Next lecturd

We now begin a study of fields which will lead us into Galois theory, one of the most famous successes
of algebra. We will see that certain fields “sit inside” each other (an extension of fields) in such a way
that the fields “sitting in-between” them correspond to subgroups of a certain group, the Galois group
of the field extension . Thus one can use some ideas from group theory to obtain information about
these fields.

8.1 Field Extensions and Examples
We begin with a simple but possibly surprising observation which makes fields rather interesting rings.

Proposition 8.1.1. If K and L are fields, then any homomorphism between them must be injective.

Proof. Let f: K — L be a homomorphism. Then ker f is an ideal of K, and there are only two such:
the zero and unit ideals. ker f cannot be the unit ideal, or else f would be the zero map, which is not
a homomorphism (f(1) = 1 for homomorphisms, and 1 # 0 in a field). Thus kerf is trivial, so f is
injective. O

Definition 8.1.2. A field extension is an injective map K — L of fields. Equivalently (by identifying
K with its image in L, which is a subring), it is a subring K of a field L which is also a field. In this
situation, we will also speak of K being a subfield of L, or of L as an extension of K.

Example 8.1.3. 1. Q C Q[v2], Q[v2] C R and R C C are all field extensions.

2. For p prime, Z/pZ is a field with p elements, which we will hereafter denote F,. The polynomial
ring Fp[x] is not a field, but it is possible to find a polynomial g(x) such that the quotient F,[x]/(q)
is also a field (see lecture ?77), in which case F, C F,[x]/(q) is a field extension.

3. If K is a field, and x an indeterminate (or “formal”) variable, the set K(x) = {ZEX ‘ q(x) # O}

is a field; it is an extension of k (a very large one, as we will see). We say that K(x) is the field
obtained by adjoining x to the field K. This is different from the formation of K[x], in which
we adjoin the element x to form a new ring (the polynomial ring), which in general is not a field.
The field K(X) is often called the field of rational functions over K, to distinguish it from the
polynomial ring.

p(v2)
) ‘q(\ﬁ) # O} (so the

“indeterminate” x has been replaced by v/2), we find that actually Q(v2) = Q[v/2]. Thus in
some cases, the notion of “field adjoin” (denoted by parentheses) and “ring adjoin” (denoted by
brackets) coincide. We will soon see a large class of examples in which this is the case, but it is
important to keep in mind, that in general, they are different. This construction is generalized in
the following definition.

4. By contrast with the previous example, if we define Q(v/2) = {

Definition 8.1.4. Let K C L be a field extension. If a € L, we let K(a) be the intersection of all
subfields of L containing K and «, and call this the field extension of K generated by a. It is the
smallest subfield of L which contains both K and a. More generally, if A is a subset of L, we define
K(A) to be the intersection of all subfields of L which contain both K and A. It is the smallest subfield
of L containing K and A.

One should check that this coincides with the definition of Q(1/2) given in example 4 above. Essen-
tially it comes down to the following observation: every subfield of L containing K and a must contain
all rational functions in «. This is forced by the field axioms. Since K(«) is the smallest, it contains
nothing more.
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The main advantage of working with fields is that one can apply results from linear algebra, an
approach popularized by Emil Artin, which sort of “rewrote the book” on Galois theory. In particular,
whenever we have a field extension K C L, we may regard L as a vector space over K. In particular,
we have a notion of the dimension of L as a K-vector space, which gives an idea of the “size” of the
extension.

Definition 8.1.5. Let K C L be a field extension. The degree of the extension, denoted [L : K] is the
dimension of L as a vector space over K. It may be infinite. We say that L is a finite extension (resp.
infinite extension) of K to mean that its degree over K is finite (resp. infinite).

Example 8.1.6. 1. [Q[v2] : Q] = 2, because the set {1,1/2} is a basis.
2. [C:R] =2, because {1, i} is a basis.
3. Similarly, let w = e3". Then [Q(w) : Q] = 3 because {1,w,w?} is a basis.

4. [R: Q] = oo, because, for example, the set {|/p| p is prime} is linearly independent (and infinite),
and a finite-dimensional space cannot contain an infinite set of linearly independent elements.

5. K C K(x) is an infinite extension: the elements 1, x, x2, ... are linearly independent.

The next result is sometimes abbreviated by saying that “degree is multiplicative in towers":

Proposition 8.1.7. Let K C L and L C M be field extensions. Then in particular K C M is also a field
extension; it is finite if and only if K C L and L C M are both finite, in which case the degrees of the
three extensions are related by the formula

M:K]=[M:L]L:K]

Proof. Let [M : L] = mand [L: K] = n, and pick bases ay, ..., an, for M over L and by ..., b, for L over
K. Then the set {a;jbj|i=1,...,m,j=1,...,n} is a basis for M over K (check).
O

8.2 Algebraic vs. Transcendental Extensions

In this section we distinguish two important types of field extensions, which exhibit fundamentally
different phenomena.

Definition 8.2.1. Let K C L be a field extension. An element a € L is called algebraic over K if
there is a nonzero polynomial f € K[x] such that f(a)) = 0. In this case we say that « satisfies or
is a root of the polynomial f. If there is no such polynomial, « is called transcendental over K. If
every element of L is algebraic over K, L is called an algebraic field extension. Otherwise it is called
a transcendental field extension.

Note we have defined two slightly different usages of the terms algebraic and transcendental, de-
pending on whether they describe elements or extensions.

Example 8.2.2. 1. Q[v2] is an algebraic extension of Q. Every element a + by/2 satisfies the
polynomial relation (a + bv/2)? — 2a(a + bv/2) + (a® — 2b%) = 0, which is a rational polynomial.

2. Q[w] is an algebraic extension of Q, because the new element w is algebraic over Q; it is a root
of x3 — 1.

3. Q@ C R is a transcendental extension: for example, 7 is not algebraic over Q (this is a difficult
result).

4. C is an algebraic extension of R, essentially just because i satisfies the polynomial x> + 1. Notice
the the transcendence of 7 (over Q) is not an issue because we are allowed real number coefficients,
so for example 7 satisfies the polynomial x — 7. In fact, one can show that, up to isomorphism,
C is the only algebraic extension of R.
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5. K C K(X) is a transcendental extension: x does not satisfy any nonzero polynomial relation.

6. Looking at the degrees of these examples, you might be tempted to think that the transcendental
extensions are precisely those whose degree is infinite, but to see that this is not the case consider
the extension Q[{+/n|n € N}]. This has infinite degree, because the square roots of all (non-
square) are integers are linearly independent, but each of these elements is algebraic over Q.

8.3 Simple Extensions

Simple extensions are those in which the large field can be obtained from the small field by adjoining
just one element.

Definition 8.3.1. A field extension K C L is a simple extension if there is an element o € L such that
L= K(a).

Example 8.3.2. 1. Q € Q[v2], Q C Q[w], and R C C are simple extensions.
2. K C K(X) is a simple extension.

3. Q C Q(v/2,w) does not appear to be a simple extension, but in fact it is. We will see why soon
- it turns out you can get of both the “adjoined” elements by simply adjoining the one element

wﬂ.
4. Q C R is not a simple extension.

In what follows we will classify all simple extensions. Note that an isomorphism of fields is just an
isomorphism of rings in which the two rings involved are actually fields. Also, fix some terminology: a
polynomial is monic is its leading coefficient is 1.

Theorem 8.3.3 (Classification of Simple Field Extensions). Let K and L be subfields of some other
field F (possibly equal to L), and suppose that K C L is a simple extension, so that L = K(«a) for some
a€F.

1. If « is transcendental over K, then L = K(x), the field of rational functions.
2. If a is algebraic over K, then the following hold:

(a) K(a) = K[a] as subrings of F; in particular, K[a] is itself a field.

(b) There is a monic irreducible polynomial f € K[x]| such that K(«) = K[x]/(f). f is the
unique monic polynomial of minimal degree having « as a root.

(c) If deg f = n (where f is as in (b)), then [K(a) : K] = n, and {1,a,a?,...,a" "'} is a basis
for K(a) over K.

The theorem can be roughly summarized as saying that “every simple extension of K is, up to
isomorphism, either K(x) or a quotient of K[x]|". The polynomial f in part 2(b) is referred to as the
minimal polynomial of « (or of the extension K(«a)). So (c) says that the degree of the extension
is equal to the degree of the minimal polynomial. We will use this often in computations.

Proof. 1. Since « is transcendental, for any g € K[x], g(«) # 0, so we can define a map ¢: K(x) —
f f
K(a) by ) — ﬂ. It is surjective, essentially by definition of K(«), and injective because it

g(x)  gla)

is a homomorphism between fields (check the homomorphism property yourself...). Thus it's an
isomorphism.

2. We prove (a) and (b) together, by considering the map ¢: K[x] — K]a] given by evaluation at «.
It is surjective (again, essentially by definition of K[«]). It's not injective, since « is algebraic, so
there is some nonzero polynomial in ker ¢, hence ker ¢ # 0. Since K[x] is a PID, ker ¢ = (f) for
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some nonzeroE] f € K[x]. Let c be the leading coefficient of f. Since ¢ € K is a unit, (f) = (1),
so replacing f by %f we may assume f is monic. Applying the isomorphism theorem gives

Klo] =im ¢ = K[x]/(f),

and since K|a] is an integral domain, (f) is prime, so f is irreducible. Moreover, f, being the
generator of ker ¢, has minimal degree out of all those polynomials which have « as a root (can
check this with division algorithm, as we have done many times before). It is the unique such
because all generators for this ideal differ by a unit, so there is only one which is monic. Finally,
since K[x] is a PID, and (f) a nonzero prime ideal, it is also maximal. Therefore K[x]/(f) is
a field, so K[a] is a subfield of F containing K and «. But K(«) is the smallest subfield of F
containing K and «, so K(a) C K[a]. On the other hand it is clear from the definitions that
Kla] C K(a); thus they're equal. This proves (a) and (b).

To prove (c), note that 1, o, - -+, a"~! are linearly independent, for any dependence amongst them
would result in a polynomial of degree less than that of f with « as a root. But f has minimal
degree with this property. To show that it spans K(«) (which we now know is equal to K[a]),
pick any g(a) € K[a]. Apply the division algorithm to g by f to get g = fg + r with r = 0 or
degr < degf. Plugging in a gives g(a) = f(a)g(a) + r(a) = r(a). If r = 0 there's nothing
more to say; otherwise since deg r < n, we have g(a) = ap + aja + - - + a,_1a" !, as desired.
Thus {la,...,a"" 1} is a basis, hence [K(a) : K] = deg f = n.

O

The next simple corollary gives an alternative characterization of the minimal polynomial, in terms
of irreducibility.

Corollary 8.3.4. The monic polynomial f of a simple extension K(«) is the unique monic irreducible
polynomial canceling c.

Proof. f is irreducible, because if f were reducible, say f = gh, then g or h would both have smaller
degree, and one of them would cancel «, contradicting the minimality of f. Of course, they may not be
monic, but could be made to be so by dividing out by the leading coefficient. Conversely, any irreducible
polynomial canceling a will be in the ideal (f) as above, and since it's irreducible, will be a generator
for that ideal, so will differ from f by a unit only. Being monic forces it to equal f.

O

Definition 8.3.5. The results above show that, for any element « € L which is algebraic over K, there
is a unique monic irreducible polynomial canceling . The other roots of f will be called the conjugates
of a.

Note that the terminology is consistent with the terminology for complex conjugation: we already
call —i the complex conjugate of i. Since i is a root of x? + 1, and the other root is —i, —i is also the
conjugate in the sense just defined.

IMoreover, f is nonconstant, for if it were constant, then being nonzero, it would be a unit, hence ker ¢ would be the
unit ideal, which is impossible for a ring homomorphism.
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9 Minimal Polynomials of Finite Algebraic Extensions

|Previous Jecturd - [Next lecture
Last lecture we saw that any simple algebraic extension K(«a) of K can be written as K[x]/(f) with
f being the unique monic polynomial of lowest degree canceling a. Today we will learn how to find this

f, and thus how to find the degree of extensions; then we will see that every finite algebraic extension
is simple, so our methods will apply to other extensions which at first seemed more complicated.

9.1 Computing the Minimal Polynomial

The minimal polynomial f of a simple extension K(«) is necessarily irreducible, so if we can find an
irreducible polynomial canceling «, as long as we make it monic, it will be the minimal polynomial. This
is useful when working over QQ, because we have a test for irreducibility (Eisenstein’s Criterion). Here
are some examples.

Example 9.1.1. 1. Consider the extension field Q(v/2) of Q. The monic polynomial f(x) = x> — 2
is irreducible over Q (either by Eisenstein, or by noting that its two roots ++/2 do not lie in
Q). Moreover, no linear polynomial cancels V2 (since it's irrational), so this implies that f is the
minimal polynomial for this extension. We see from this that the degree of the extension is 2, but
we already knew this since we have seen that Q(v/2) = Q[v2] = {a+ bv/2]|a, b € Q}, so the set
{1,V/2} is a basis over Q.

2. Now consider the simple extension Q(iv/2) of Q. What is its minimal polynomial? What is its
degree? First of all, check that

1,iV2, (iV2)? = —V4,(iV2)* = =2i, (iV2)* = 2V/2, (iV2)° = 2iV/4
is a linearly independent set over Q. So Q(i\z‘ﬁ) is a vector space over Q of dimension at least
six, i.e., [Q(iv/2) : Q] > 6. But continuing the list above, we find that (iv/2)® = —4 € Q, so

(iv/2)® + 4 = 0. Thus the polynomial f(x) = x% + 4 € Q[x] is a monic polynomial of degree 6
canceling iv/2; it’s irreducible, hence minimalt

3. Now consider Q C Q(«), where o = V/24+/3. Let's find the minimal polynomial of this extension.
First compute a? = 5+ 1/6. Now move everything that's rational to one side, giving a® —5 = /6.
Square again: (a? —5)? = 6. Thus the polynomial f(x) = (x> —5)? — 6 is monic and cancels «,
so it's certainly a good candidate for the minimal polynomial. Now f has degree 4, but how can
we be sure there isn't another one with lower degree? One way is to show that it's irreducible, by
first expanding out the powers. Another way to show it's the minimal polynomial is to show that
the degree of the extension must be at least 4, by just writing down some elements. The set

1,a,a2:2\[6—1—5,(042—5)04:4\@—1—6\[2

is independent over Q, so the degree is at least 4, hence exactly 4, and our f then must be the
minimal polynomial.

Can we extend any of the above procedures to some sort of algorithm? Yes, but it's not always the
most efficient - irreducibility inspection often tends to be the most effective route, so Corollary 8.3.4 is
a good ally...

Proposition 9.1.2. Let K C K(«) be a simple algebraic extension of degree n. The list
1,a,a? ..., a" Lo,
being linearly dependent, satisfies some dependence relation

a4+ aa+..+a,1a" t+a,a" =0,

with a, # 0. Then the polynomial f(x) = £ + Stx+ .-+ ag—zlx”fl + x" is the minimal polynomial for
this extension.

LAlternatively, we could argue that it must be the minimal polynomial because otherwise the degree of the extension
would be less than 6, which would contradict the independence of our set above.
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Proof. There's not much to prove. a, # 0 because if it's zero, then there is a dependence amongst
ap ..., an—1, but the previous theorem said they're independent. Then after dividing through by a, we
obtain a monic polynomial of degree n canceling «, which by uniqueness of the minimal polynomial
must be the minimal polynomial. O

The algorithm works well when the adjoined element is not a sum, as in example 2 above: we just
kept taking powers of iv/2 until we dropped back into the rationals. However, in example 3, we saw it
was easier to keep moving everything but the radical over to one side until we got something rational.
In that example, then, the algorithm above wasn’t necessarily the best choice.

9.2 Theorem of the Primitive Element

The previous section contained an extremely powerful result which gives us a complete understanding of
the structure of a simple extension. It gets better: here we show that every finite extension is algebraic,
and state a result which says any finite algebraic extension is actually simple. Thus the understanding
of extensions furnished by Theorem 8.3.3 applies to a seemingly larger class of extensions.

Proposition 9.2.1. Every finite field extension K C L is algebraic.

Proof. Suppose for contradiction that L were transcendental over K. Then there would be an element
a € L which satisfied no polynomial relation over K. This would imply that the set 1,a,a2 a3, ...
would be linearly independent (a finite dependence relation amongst them would result in a polynomial
canceling «). This would contradict that L is finite over K.

O

So any finite extension is algebraic; the next result says moreover that it's simple. We will postpone
the proof until later on when we have developed some more tools. But we state it here for thematic
completeness.

Theorem 9.2.2 (Theorem of the Primitive Element). Every finite algebraic extension of K is a simple
extension. In other words, given a finite algebraic extension L of K, there is an element o € L such that
L= K(a).

Definition 9.2.3. The element a of the theorem is called a primitive element for the finite algebraic
extension K C L.

Example 9.2.4. The result is quite surprising. But to convince you that it's at least possible, consider
the extension Q C Q(v/2,v/3), which does not at first appear simple. We will show that actually
Q(\@ \/§) = Q(\/§+ \/§) It's clear that Q(\@Jr \f3) C @(ﬂ \/§) For the other inclusion, letting
a = v/2++/3, we observe that since a2 = 2v/6+5, V6 € Q(a). So'is V6o = V12418 = 2/343V/2.
So vVba—2a =3 € Q(«) and —(\/6a —3a) = V2. Once we know that v/2 and v/3 are in Q(«), we
get that Q(\ﬁ \/§) C Q(a).
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10 Field Automorphisms and The Galois Group

[Previous lecturd - [Next lecturd
From here until the end of the course, we will assume that all fields are subfields of C, to
simplify the results and their proofs. We will also assume all field extensions are finite.

10.1 Automorphisms and Galois Groups

The fundamental idea of Galois Theory is to introduce some group theory into the study of polynomials
and field extensions. The way to do this is to look at automorphism groups.

Definition 10.1.1. An automorphism of a field L is just an isomorphism of fields L — L. The set Aut L
of all automorphisms of L forms a group under composition, called the automorphism group of L. If
K C L is a field extension, we say an automorphism « € Aut L fixes K pointwise (or sometimes just
sloppily fixes K) if a(x) = x for every x € K. The subset of Aut L consisting of those automorphisms
of L which fix K pointwise is a subgroup, called the Galois group of the extension K C L, and is
denoted Gal(L : K).

Since we have been thinking of groups as symmetries of various objects, you can think of AutL as
“symmetries of the field L". Requiring them to be isomorphisms (as opposed to arbitrary permutations)
is reasonable, since we are viewing L not just as a set but as a field. Similarly, elements of Gal(L : K)
can be thought of as “symmetries of L which don't do anything to K.”

We will be working over fields which are contained in C, and the following basic observations will
help us narrow down the possible automorphisms of such fields.

Proposition 10.1.2. Every subfield L of C contains Q, and every automorphism of L fixes Q pointwise.

Proof. Begin with an arbitrary subfield L of C. Then it contains 1, so it contains all the integers since
it's closed under addition and subtraction. Since it's closed under taking multiplicative inverses (it's a
field), we get all the rational numbers.

Now suppose o is an arbitrary automorphism of L. Then since (1) = 1, o(n) = n for any n € Z,
as we've already shown for ring homomorphisms. Now pick any 2 € Q. Then since b7 = a, applying
o gives o(b)o(7) = o(a), so since a,b € Z, bo(}) = a, so o(§) = 4. Thus o fixes every element of

Q. O
Corollary 10.1.3. The automorphism group of Q is trivial.

Example 10.1.4. We will compute two automorphism groups and one Galois group; take K = Q(v/2)
and L = Q(v/2, /). Then the automorphism group of K consists of two elements: the identity map, and
the “conjugation” map sending V2 to —/2. To see this, suppose o € Aut L, and pick a-+ bV2 e Q(\ﬁ)
Then o(a+ bv2) = o(a) + a(b)o(v/2) = a+ ba(v/2), so o is determined by what it does to v/2. This
is another instance of the general philosophy that “homomorphisms are determined by what they do to
the generators”, which we have seen repeatedly in this course. Let's see what the possible values for
o(v/2) are. Since (v/2)? = 2, we must have 2 = ¢(2) = a(ﬁz) = 0(v/2)?, so o(v/2) = 2. This gives
the two automorphisms mentioned above.

Similarly, looking at Aut L, we find that any such map o on L is determined by what it does to /2
and i. By the same argument, we find that o(v/2) = +v/2, and since > = —1, o(i)?> = —1, so that
o(i) = %i. Thus there are four possible automorphisms of L. Since each one has order 2 (meaning if
you compose it with itself, you get the identity map), we find that Aut L 2 K4, the Klein four group.
Since L is an extension field of K, we can compute the Galois group Gal(L : K). Automorphisms in
Gal(L : K) are required to fix K, so in particular they must fix v/2. Thus out of our four automorphisms
above, only two fix v/2, hence Gal(L : K) is a groups with 2 elements, namely the identity map, and the
map o(a+ b2 + c)=a+ b2 — ci.

The main calculations of the previous example generalize:

Proposition 10.1.5. Let K C L and f € K[x]. If o € Gal(L : K) and o is a root of f (in K or L), then
o(a) is a root of f, and is in K if and only if a is in K.
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Proof. Write f(x) = a,x" + - -- 4+ a1x + ap, with a; € K, so that o(a;) = a;. Then
f(o(a)) = ano(a)" + -+ + a10(a) + ap = so(apa” + - - + a1+ a9) = 0(0) =0,

so o(a) is a root of f. It is clear since o fixes K pointwise that if a € K, so is () (which is just ).
Conversely, if (@) € K, then applying o1, which also fixes K, we get that a € K. O

10.2 Embeddings of Subfields

The previous result says that elements of Gal(L : K) “permute the roots” of polynomials over K. Thus
Gal(L : K) can be thought of as “symmetries of the roots of a polynomial” (the minimal polynomial for
the extension, say). We'd like to say that the elements of Gal(L : K) correspond exactly to permutations
of the roots of a polynomial. The problem with this is that the roots do not necessarily live in the same
subfields. Permutations of roots do give rise to maps out of L, but they're not always automorphisms
of L because the image may not be L. These maps are what are called embeddings of L in C.

For example, consider the extension Q C Q(\ﬁ) of Q inside C. /2 is a root of x3 — 1, its minimal
polynomial, and the other two roots are v2w and v/2w?, where w = ’lzi‘/g is an imaginary cube root

of 1. If we permute the roots according to v/2 — /2w — /2w? — v/2, a “cyclic permutation”, what
do we get? Not an automorphism of Q(+/2), but rather isomorphisms

Q(V2) = Q(V2w) = Q(V2w?) = Q(V2).

These maps are not automorphisms for the simple reason that their domains and codomains do not
coincide. It may seem like a nitpicky technical point, but this small detail constitutes the primary
technical obstacle in understanding the relation between the field structures of extensions and the group
structures arising from symmetries of roots.

So we briefly investigate these embeddings, before figuring out what conditions on the extension
ensure that they actually are automorphisms.

Definition 10.2.1. If K is a subfield of C, and embedding of K is just an injective map K — C.
Equivalently, it is an isomorphism of K to some other subfield of C (this other subfield just being the
image of the injective map).

To prove the next two theorems, we will occasionally make use of the formal derivative of a polyno-
mial:

Definition 10.2.2. If f = Z akx* € K|x], the formal derivative of f is Df = Z kagx*—1.
k=0n k=1

So this is just the usual formula for derivatives of polynomials, but defined “formally”, without
reference to limits. We need this primarily to detect multiple roots of f:

Lemma 10.2.3. If f € K[x] has a repeated linear factor (x — c) (where o € C need not lie in K), then
(x — @) is also a factor of Df .

Proof. Write f(x) = (x — a)g(x), where g(x) also has a factor (x — «), hence g(w = 0. Then
Df(x) = D(x — a)g(x) + (x — a)Dg(x) = g(x) + (x — a)Dg(x) (the usual product rule holds also for
this formal derivative). Plugging in « gives Df (o) =0, so « is a root of Df.

O

Lemma 10.2.4. Let f be an irreducible polynomial over K. Then the linear factors of f (over C) are
distinct.

Proof. Suppose for a contradiction that (x — «) is a repeated linear factor of f. Then (x — «) is a
factor of Df as well. But the ideal (f, Df) generated by f and Df is the unit ideal in K[x] (check
this as an exercise), so we can write 1 = gf + hDf for some g, h € K[x]. Plugging in a gives
1= g(a)f(a) + h(a)Df (o) = 0, a contradiction.

0
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With these simple tools, we are ready to prove two powerful theorems:

Theorem 10.2.5. Let K C L be a finite extension. Every embedding of K can be extended to exactly
[L: K] embeddings of L.

Proof. We go by induction on [L : K]. If it's 1, then L = K and there is nothing to show. Suppose
[L: K] =n> 1. Pick an embedding o of K. Let K’ be the image of K under o, so that o is an
isomorphism from K to K’. We need to show that there are n ways to extend this to an embedding of
L, meaning that there are exactly n embeddings of L which do the same thing to K as o does. Pick
a € L\ K (possible since [L : K] > 1). We will consider the tower of extensions K C K(a) C L,
and work out the extensions explicitly to K(«), and finally apply the inductive assumption to the other
extension K(«a) C L.

First we try to extend o to K(«). Let f € K[x] be the minimal polynomial of « say it has degree
m so [K(a) : K] = m. If we apply o to the coefficients of f, we get a polynomial g € K'[x], which
is also irreducible because o is an isomorphism (so in particular, it sends irreducibles to irreducibles).
Now let S, ..., Bm be the roots of this g. We can use these to define m maps 7;: K(a) — K'(5:),
by sending «; to 3; and sending any a € K to o(a) € K’. So these maps each extend o to K(«).
Moreover, these maps are isomorphisms, because they're injective (maps of fields always are), and
K(a) = K[x]/(f) = K'[x]/(g) = K'(Bif} So far we have shown that there are m embeddings of K(a)
which extend o. Note that they're all distinct maps because the ; are distinct by 10.3.3. There are
no others because an embedding extending o is determined by what it does to «, and (by the same
argument in 10.1.5), it must send « to one of the ;.

Now we consider the problem of extending an embedding of K(a) to an embedding of L. But
the degree of this extension is less than n, since o € L. Therefore by inductive hypothesis there are
[L : K(a)] possible such extensions, for each embedding of K(a). So in total there are [L : K(a)]m
ways to extend o. But by 8.1.7 we have

[L:K(a)m=][L: K(a)][K(): K]=][L: K],

which proves that there are [L : K] extensions of o.

Taking o to be the identity embedding in the above, we get:

Corollary 10.2.6. There are exactly [L : K] embeddings of L which fix K pointwise.

10.3 Proof of Primitive Element Theorem
Finally we can prove the Primitive Element Theorem, stated at the end of lecture 9:

Theorem 10.3.1 (Theorem of the Primitive Element). Every finite algebraic extension of K is a simple
extension. In other words, given a finite algebraic extension L of K, there is an element o € L such that
L= K(a).

Proof. By induction it suffices to consider the case where L = K(«, 8). Let n=[L: K]. For any a € K,
consider the element o + af € L. We will show that there are only finitely many “bad” choices for a
such that this element does not generate L. Thus “almost every” choice of a gives a primitive element.

Suppose that a is one of those choices; namely K(a + a8) # L. Then a + af has a minimal
polynomial f of degree less than n, hence has fewer than n roots. But we also have, by Corollary 10.3.5,
n embeddings o; of L which fix K pointwise. Each of these o; takes o + af to one of the other roots
of f. Since there are more o;'s than roots, at least two of the o;'s must take a + a8 to the same root.
Say these two are o1 and 0,. Then we have

o1(a) + a1 (P) = o2(a) + a0a(P)

Solving for a gives us
_ o1(a@) — o2(e)

 02(B) — o1(B)

LAny injective map between fields which are already known to be isomorphic must itself be an isomorphism.
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This is the fornﬂ any such “bad” choice of a must take. But since there are only finitely many possible
o, there are therefore only finitely many “bad” choices of a. Thus since K is an infinite field (a subfield
of C must always contain Q) there are infinitely many values of a for which K(a + a8) = L. So L is
simple.

O

The theorem gives a sort of algorithm for producing a primitive element. If L is generated over K
by a and 3, then you can start trying elements of the form « £ 3, a + 20, etc as primitive elements
and you are guaranteed success in finite time. This is essentially what we did in Example 9.2.4, in which
case a = 1 worked.

POSTPONE UNTIL AFTER THE GALOIS CORRESPONDENCE:
Proposition 10.3.2. Let K C L be a finite normal extension. Then [L: K] = |Gal(L : K)|.

Proof. By Theorem 9.2.1, L can be written as a simple extension of K, with primitive element «,
so L = K(a). To this extension there is associated a unique monic irreducible polynomial f € K|[x]
canceling a. Let o be an element of Gal(L : K). Since

O

2Note that this makes sense: the denominator is nonzero, because if o1(8) = 02(3), then we would also have
o1(a) = o2(a), which implies that o1 = 03 since o + a3 generates the extension. But o1 and o> are distinct.
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11 The Galois Correspondence

[Previous lecturd - [Next lecturd

Recall our standing assumptions: all field extensions are finite, and take place inside of C.

Let us summarize the state of affairs: all extensions L of K (being finite) are algebraic and simple
and thus correspond to a unique monic irreducible polynomial. Conversely, every monic irreducible
polynomial corresponds to a unique extension L of K, namely L = K[x]/(f). Given such an extension
K C L, with corresponding polynomial f, every automorphism of L fixing K pointwise (i.e., every element
of Gal(L : K)) permutes the roots of f. But unfortunately, not every permutation of the roots of
f gives rise to an automorphism of L fixing K pointwiseE]. The fundamental question we wish to
address is: how can we decide which permutations of the roots correspond to elements of Gal(L : K)?

To answer this question, we must go back to a study of the Galois group, together with its subgroup
structure, and see how these subgroups relate to intermediate subfields of the extension K C L, by
which we mean subfields F with K C F C L.

Example 11.0.3 (Vague). We motivate this with a brief example: take K = Q and L = Q(/, v/2); the
extension K C L has degree 8. Consider an element o € Gal(L : K). Since i = —1 any such o, since

it fixes Q, must send i to +i; similarly {‘/54 = 2 forces a({‘@)“ = 2, so there are four choices for what
o does to v/2. Thus you might expect a generator of order 2 and one of order 4 in Gal(Q(v/2 : Q).
This intuition is validated when one computes that the Galois group Gal(Q(i,v/2) : Q) is in fact Dg,
the dihedral group! By investigating the behavior of o on i and v/2, we are essentially looking at the
behavior of automorphisms on the intermediate subfields Q(i) and Q(+/2).

11.1 The Galois Connection
Here we introduce a relationship between subgroups of Gal(L : K) and intermediate subfields of K C L.

Definition 11.1.1. Let K C L be an extension. For each intermediate subfield F of K C L, we define
MNF)={oeGal(l:K)|o(f)y="f forall f € F}.
For each subgroup H of Gal(L : K), we define
®(H)={x€e L|o(x)=xforall 0 € H}

We usually call (H) the fixed field of the subgroup H. The maps ® and I' together are called the
Galois connection.

You can remember which is which as follows: & if greek for “F", so stands for “field” (or “fixed");
whereas I is greek for “G", and stands for “group”. So ® turns (sub)groups into (intermediate) fields,
and I turns (intermediate) fields into (sub)groups.

Of course, we have to check that these things are really subfields and subgroups:

Proposition 11.1.2. In the situation of the definition above, T'(F) is a subgroup of Gal(L : K) and
®(H) is an intermediate subfield of K C L.

Proof. Exercise. Note that I'(F) = Gal(L : F). O

Proposition 11.1.3. 1. The Galois connection is order reversing, in the following sense: If Hy C H,
as subgroups of Gal(L : K), then ®(H,) 2 ®(H,) as subfields of L.

2. O(T(F)) 2 F and T(®(H)) 2 H

IRecall the fundamental example of this: the roots of x3 — 2. Sending the real root to one of the imaginary roots
induces only an embedding of Q(e/ﬁ), not an automorphism of it.
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Part 2 of the proposition suggests that the maps ® and I might be inverses to one another, but
sadly they are not always so. We are interested, then, in the following question: under what conditions
on the extension K C L are the maps [ and ® mutually inverse? l.e., for which extensions do we have
a bijection

r
{intermediate subfields K C F C L} = { subgroups H C Gal(L : K)}

11.2 Normality

The answer to this question is suggested by our example showing that permutations of roots need not
lead to elements of Gal(L : K) - the extension Q C Q(v/2). Here ® and I are not mutually inverse,
because the Galois group is trivial (check!) but there are 2 intermediate subfields, so we cannot have a
bijection. In this case, the problem is essentially due to the fact that the other two roots of the minimal
polynomial x3 -2 namely V2w and /2w, did not lie in the field Q(\ﬁ) So this extension was bad
because it contained some, but not all, of the roots of the minimal polynomial. Normal extensions are
ones which do not have this problem:

Definition 11.2.1. An extension K C L is called normal if all the roots of the minimal polynomial for
L over K lie in L.

Theorem 11.2.2 (Equivalent Characterizations of Normality). The following statements about a field
extension K C L are equivalent.

1. K C L is a normal extension.
2. Every embedding of L which fixes K pointwise is an automorphism of L.
3 JGal(L: K)| =[L: K]

Proof. Let n=[L: K], and let f be the minimal polynomial for the extension K C L. The equivalence
of 2 and 3 is the easier one: the set Gal(L : K) of automorphisms of L fixing K is a subset of the set of
embeddings of L fixing K, so the sets are equal if and only if they have the same size; the size of the
latter set is [L : K], by Corollary 10.2.6.

Now assume 1 holds, and let o be an embedding of L which fixes K. Since o is determined by what
it does to the roots of f, and these all lie in L the image of ¢ must be contained in L, hence equal to L
because the image has degree n over K also (o is an isomorphism onto its image).

Conversely, assuming 2, first write L = K(«); this « will be a root of f, and we aim to show that
all the other roots of f are in L also. Given any such root 3, there is an embedding of L which sends o
to 5. But by our assumption, this embedding is actually an automorphism, so that 3 lies in L.

O

As a first clue that normal extensions are the ones that make the Galois connection ® and I inverse
to one another, we have

Proposition 11.2.3. If K C L is normal, then ®(Gal(L : K)) = K, and for any proper subgroup H of
Gal(L: K), ®(H) #K.

It says that for normal extensions, “the largest subgroup corresponds uniquely to the smallest inter-
mediate field."

Proof. Let n=[L: K] =|Gal(L : K)| (since K C Lis normal). Set F = ®(Gal(L : K)), and suppose for
contradiction that F is strictly larger than K. Then since [L : K] = [L : F][F : K], and by assumption
[F : K] > 1, we have that [L: F] < n, so by 11.2.2, there are less than n automorphisms of L fixing F
pointwise. But on the other hand, since F is the fixed field of Gal(L : K), so all of the n automorphisms
in Gal(L : K) fix F pointwise. This is contradiction.

For the second statement, begin with a subgroup H of Gal(L : K) whose fixed field is K (i.e.,
®(H) = K). We will show that H must be all of Gal(L : K). Since L is finite over K we can write it as
K(«) for some e € L. Then the minimal polynomial f for a has degree n (the degree of the extension).
Now look at the polynomial

g(x) = ] (x —a(a)).

o€H
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It is monic and has the elements () (for o € H) as its roots. But these do not lie in K, because
by normality, they are all roots of f, and if one of them were in K, we can factor off a linear factor
from f, contradicting irreducibility of the minimal polynomial. So this g is irreducible over K. But f
has minimal degree with this property, so n = degf < degg = |H|. But on the other hand, since H
is a subgroup of Gal(L : K), a group of order n, we have n > |H|. Thus |Gal(L : K) = n = |H|, so
Gal(L: K)=H.

O

We close by summarizing the situation with two familiar examples, to illustrate the difference between
normality and non-normality.

Example 11.2.4. 1. Let K C L be the extension Q C Q(v/2). It has degree 2 and its minimal
polynomial is x> — 2. Since the roots of this polynomial are ++/2, they both live in L, so we have
a normal extension. The Galois group Gal(L : K) is isomorphic to Z/2Z, consisting of the identity
automorphism and the automorphism 7 which switches V2 and —v/2. One could also check
normality as follows: since there's only one automorphism of Q, we just need to see that there are
exactly two ways to extend this to an embedding of \ﬂ2) Since any such embedding must send
/2 to another root of x~2, we get precisely the automorphisms described above. Meanwhile, the
fixed field of the trivial subgroup of Gal(L : K) is all of Q(\/)2(the identity map fixes everything);
whereas the fixed field of the entire group Gal(L : K) is just Q, either by the preceding proposition
or by noticing that once v/2 is fixed, so is —v/2. So the two subgroups correspond bijectively with
the two subfields, with big subgroup corresponding to small subfield and vice versa.

2. Now let @ = K C Q(v/2) = L. FINISH....
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12 Fundamental Theorem of Galois Theory

[Previous lecturd - [Next lecturd

Recall our standing assumptions: all field extensions are finite, and take place inside of C.

12.1 The Theorem

Today's lecture is devoted to proving the following theorem:

Theorem 12.1.1 (Fundamental Theorem of Galois Theory). If K C L is a normaE] extension, then the
maps I and ® are mutually inverse, and thus induce bijections

{intermediate subfields K C F C L} = { subgroups H C Gal(L : K)}.

Moreover, H C Gal(L : K) is a normal subgroup if and only if F = ®(H) is a normal extension of K, in
which case G/H = Gal(F : K).

We begin with a simple observation: if G = Gal(L : K), then G acts on both sets appearing in the
Galois Correspondence. The next theorem says that, with respect to these actions, the Galois connection
is G-equivariant. Roughly speaking, this means that the two functions ¢ and I" of the correspondence
“commute with the relevant groups actions”.

Lemma 12.1.2. Let K C L be a normal extension, with Galois group G. If H is a subgroup of G, then
®(o - H) = o - (H); similarly, if F is an intermediate field, then (o - F) = o - [(F)

Proof. Coming soon...
O

Proof of the Fundamental Theorem. Set G = Gal(L : K). Let F be an intermediate field (again, the
cases F = K and F = L are allowed here), and for convenience denote by F’ the field ®(I'(F)) =
®(Gal(L : F)), so we want to show that F/ = F. For this, if we knew that L was normal over F, we
could apply proposition 11.2.3 with K replaced by F, and we would be done. So why is F C L normal?
We can use part 2 of Theorem 11.2.2 (again with K replaced by F): If o is an embedding of L which
fixes F pointwise, then in particular o fixes K pointwise (because K C F) and since we know that K C L
is normal, such a o must be an automorphism of L. So Theorem 11.2.2 tells us that F C L is normal.
So we have shown that ®(I'(F)) = F.

For the other direction, that ['(®(H)) = H, pick any subgroup H of G. Again for convenience,
let H = I'(®(H)), so we have to show that H' = H. We have seen (11.1.3) that H C H’. Now let
F = ®(H) and apply Proposition 11.2.3 to the extension £ C L (which is normal by the argument
given in the preceding paragraph). It says that ®(H’) = ®(Gal(L : #(H))) = ®(H), and for any proper
subgroup of H’, its fixed field is not ®(H). Since H is a subgroup of H" whose fixed field is ®(H), this
means that H cannot be proper, so H' = H. This completes the proof that when K C L is normal, the
Galois connection is a bijection.

So suppose we have a subfield F and subgroup H with ®(H) = F and I'(F) = H. The condition for
normality of F is that oF = F for all embeddings o of F which fix K pointwiseﬂ But since F C Lis
normal, each of these embeddings is an automorphism of L, so we can restate the condition as follows:
K C F is normal if and only if oF = F for all 0 € Gal(L : K) = G. In other words, the normal
subextensions are just the fixed points of the action of G on intermediate fields. On the other
hand, the normal subgroups of G are just fixed points of the cation of G on its subgroups. Since the
Galois Correspondence is G-equivariant, fixed points correspond to fixed points (check details? Nope!).
Thus normal subgroups correspond to normal subextensions.

IThe hypotheses are comparatively mild, because we are working with finite extensions inside C. In general, one requires
the extension also to be separable in order for the Galois connection to be bijective. This is a technical condition which
is automatically satisfied if your fields contain QQ, which ours, being subfields of C, do.

2Because the issue of whether or not an embedding is actually an automorphism just comes down to what its image
is, so forcing the image o F to be equal to F forces all embeddings to be automorphisms.
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Finally, suppose we have a corresponding pair H and F, which are both normal (in their respective
senses). We will define an isomorphism G/H — Gal(F : K) using the isomorphism theorem. We first
define a map r: G — Gal(F : K) by sending an automorphism o of L (fixing K) to its restriction to F.
Since K C F is normal, this is actually an automorphism of F (as opposed to just an embedding), so
this is well-defined. The kernel of this map is just those elements of o which fix F pointwise, namely
H. This gives an isomorphism G/H = im r. But then |im r| = |G|/|H| = |Gal(L : K)|/|Gal(L : F)| =
[L:K]/[L: F]=[F: K], which is precisely the size of Gal(F : K), so im r = Gal(F : K). Thus r gives
rise to an isomorphism G/H — Gal(F : K), finishing the proof.

O

12.2 A Burly Example

Example 12.2.1. The Galois group of Q(i,v/2) over Q is Dg. Compute all subgroups and subfields and
check they match up. Obtain two matching diagrams, but upside-down.
Details coming soon....
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13 Application: Solution by Radicals; Insolubility of the Quintic
[Previous lecturd

Recall our standing assumptions: all field extensions are finite, and take place inside of C.

This lecture unites a number of key topics in the course, and exposits one of the most famous
and inspiring results of all mathematics. Namely, there is no general formula which allows us to solve
a fifth-degree polynomial equation. This is incredibly surprising, because there are such formulae for
equations of degrees less than five!

13.1 Relation Between Intermediate Subfields and Solution by Radicals
13.2 Cyclic Galois Groups

13.3 Insolubility of the Quinitc
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