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March 20: Towards Schur Orthogonality

Convention: Unless otherwise specified, G will always denote a finite group, V a
finite dimensional vector space over C.

Lemma (11.1): Let (V, 〈, 〉V ), (W, 〈, 〉W ) be inner product spaces. Let (ϕ, V ),
(ρ,W ) be unitary representations. Let B ⊆ V , C ⊆ W be orthonormal bases,
and {ϕij}, {ρrs} ⊆ C[G] be the corresponding matrix elements. Then,

[(LB,C
ri )#]CB = [〈ϕij, ρrs〉]sj

i.e. the s, j-entry of [(LB,C
ri )#]CB is 〈ϕij, ρrs〉.

Proof: Let B = (v1, . . . , vk). To determine the jth column of [(LB,C
ri )#]CB we need

to evaluate the following:

(
LB,C
ri

)#
(vj) =

1

|G|
∑
g∈G

ρg−1LB,C
ri ϕg(vj)

=
1

|G|
∑
g∈G

ρg−1

(
LB,C
ri (ϕg(vj))

)
Since C is orthonormal,

[(LB,C
ri )#(vj)]C =

〈(L
B,C
ri )#(vj), w1〉W

...

〈(LB,C
ri )#(vj), wl〉W


For s = 1, . . . , l,

〈(LB,C
ri )#(vj), ws〉W =

1

|G|
∑
g∈G

〈
ρg−1

(
LB,C
ri (ϕg(vj))

)
, ws

〉
W

=
1

|G|
∑
g∈G

〈
LB,C
ri (ϕg(vj)) , ρg(ws)

〉
W
, since ρ unitary.

By construction, if [ϕg(vj)]B =

a1...
ak

 =

〈ϕg(vj), v1〉V
...

〈ϕg(vj), vk〉V

, then

LB,C
ri (ϕg(vj)) = aiwr = 〈ϕg(vj), vi〉Vwr

Hence,

〈(LB,C
ri )#(vj), ws〉W =

1

|G|
∑
g∈G

〈〈ϕg(vj), vi〉Vwr, ρg(ws)〉W

=
1

|G|
∑
g∈G

〈ϕg(vj), vi〉V 〈wr, ρg(ws)〉W

=
1

|G|
∑
g∈G

〈ϕg(vj), vi〉V 〈ρg(ws), wr〉W
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Observe, if L : V → V is linear then the i, j entry of [L]B is 〈L(vj), vi〉V . Similarly,
if K : W → W is linear then the i, j-entry of [K]C is 〈K(wj), wi〉W . Hence,

φij(g) = 〈ϕg(vj), vi〉V , ρrs(g) = 〈ρg(ws), wr〉W

so that

〈(LB,C
ri )#(vj), ws〉W =

1

|G|
∑
g∈G

ϕij(g)ρrs(g) = 〈ϕij, ρrs〉

In particular, the s, j-entry of [(LB,C
ri )#]CB is 〈ϕij, ρrs〉.

QED
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Example (10.1): Let G = D8 and consider the representation

ρ : D8 → GL2(C)

r 7→
[
i 0
0 −i

]

s 7→
[
0 1
1 0

]
Then, ρ is irreducible and unitary (with respect to the standard inner product on
C2). We have

e 7→
[
1 0
0 1

]
, s 7→

[
0 1
1 0

]
r 7→

[
i 0
0 −i

]
, sr 7→

[
0 −i
i 0

]
r2 7→

[
−1 0
0 −1

]
, sr2 7→

[
0 −1
−1 0

]
r3 7→

[
−i 0
0 i

]
, sr3 7→

[
0 i
−i 0

]
Then,

ρ11 − picks out the 1, 1-entry

ρ12 − picks out the 1, 2-entry

We compute

〈ρ11, ρ12〉 =
1

8
(1 · 0 + i · 0 + (−1) · 0 + (−i) · 0 + 0 · 1 + 0 · i+ 0 · (−1) + 0 · (−i)) = 0

and

〈ρ11, ρ11〉 =
1

8

(
|1|2 + |i|2 + | − 1|2 + | − i|2 + 02 + 02 + 02 + 02

)
=

1

2

Proposition (10.2): Let ϕ : G → GL(V ), ρ : G → GL(W ) be representations of
G, T : V → W a linear map (not necessarily a G-morphism). Define

T# =
1

|G|
∑
g∈G

ρg−1Tϕg : V → W

1. T# is a G-morphism.

2. If T ∈ HomG(ϕ, ρ) then T# = T .

3. The function P : Hom(V,W ) → Hom(V,W ) , T 7→ T# is linear and im P =
HomG(V,W ).

Proof:
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1. Since ρg−1Tϕg : V → W , and T# is a linear combination of these linear maps,
T# is linear.

Let x ∈ G. Then,

ρxT
# =

1

|G|
∑
g∈G

ρxρg−1Tϕg

=
1

|G|
∑
g∈G

ρxg−1Tϕgx−1x

=
1

|G|
∑
g∈G

ρxg−1Tϕgx−1ϕx

=

(
1

|G|
∑
g∈G

ρxg−1Tϕgx−1

)
ϕx

= T#ϕx

Here we use that
1

|G|
∑
g∈G

ρxg−1Tϕgx−1 is a rearrangement of the sum defining

T#.

2. Suppose T ∈ HomG(ϕ, ρ). Then,

T# =
1

|G|
∑
g∈G

ρg−1Tρg

=
1

|G|
∑
g∈G

Tρg−1ρg

=
1

|G|
∑
g∈G

T = T

3. For T, S ∈ Hom(V,W ),

(T + S)# =
1

|G|
∑
g∈G

ρg−1(T + S)ϕg =
1

|G|
∑
g∈G

(ρg−1Tϕg + ρg−1Sϕg) = T# + S#

For c ∈ C, T ∈ Hom(V,W ),

(cT )# =
1

|G|
∑
g∈G

ρg−1(cT )ϕg = c

(
1

|G|
∑
g∈G

ρg−1Tϕg

)
= cT#

Hence, P is linear. By (1) and (2), we have im P = HomG(V,W ).

QED

Proposition (10.3): Let ϕ : G→ GL(V ), ρ : G→ GL(W ) be irreducible represen-
tations, T : V → W a linear map. Then,

1. If ϕ and ρ are inequivalent then T# = 0.

2. IF ϕ = ρ then T# = tr(T )
degϕ

idV .
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Proof:

1. By 10.2, (1), T# ∈ HomG(ϕ, ρ). Now, Schur’s Lemma gives T# = 0 since ϕ, ρ
are inequivalent representations.

2. If ϕ = ρ then T = λidV , for some λ ∈ C, by Schur’s Lemma and 10.2, (1).
Hence, we have

tr(T#) = tr(λIdegϕ) = λ degϕ

Also,

tr(T#) = tr

(
1

|G|
∑
g∈G

ϕg−1Tϕg

)

=
1

|G|
∑
g∈G

tr(ϕg−1Tϕg)

=
1

|G|
∑
g∈G

tr(Tϕgϕg−1)

=
1

|G|
∑
g∈G

tr(T ) = tr(T )

Hence,

λ degϕ = tr(T ) =⇒ T# =
tr(T )

degϕ
idV

Remark (10.4): Let B = (v1, . . . , vk) ⊆ V , C = (w1, . . . , wl) ⊆ W be bases. Define
the linear map LB,C

ij : V → W to be the unique linear map satisfying

[LB,C
ij ]CB = Eij

where Eij is the l×k matrix with a 1 in the ij-entry and 0s elsewhere. In particular,

for v ∈ V , with [v]B =

a1...
ak

, we have Lij(v) = ajwi.

Since the matrices {Eij | 1 ≤ i ≤ l, 1 ≤ j ≤ k} form a basis of the collection of all

l × k matrices, the set {LB,C
ij | 1 ≤ i ≤ l, 1 ≤ j ≤ k} is a basis of Hom(V,W ).
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