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FEBRUARY 15: INNER PRODUCT SPACES

Let V be a finite dimensional vector space over C. An inner product on V is a
function
(,):VxV —=C, (uv)— (u,v)

such that, for any u,v,w € V, \,u € C

o (\u—+ pv,w) = Nu,w) + plv,w)

o (u,v) = (v,

e (u,u) >0 and (u,u) =0 if and only if u = Oy.
Exercise:

1. For any v € V, (Oy,v) = (v,0y) =0, and

2. For any u,v,w € V, A\, p € C, (w, \u+ pv) = Mw, u) + f{w, v).

A vector space equipped with an inner product is called an. inner product space.

Define the norm of v € V to be
[[o]| = v/ (v, v)
Remark:

e An inner product is a generalisation of the dot product to complex vector spaces
(also called a Hermitian inner product)

e An inner product is a tool we use to think about a complex vector space
geometrically.

Example: (C*, ())), the standard inner product space: where

ai by k
< o IR I > = Z a;b;
ak Vi i=1

We call this inner product the standard inner product on C*.

Definition: Let (V, (,)) be an inner product space, v,w € V. Say v, w are orthog-
onal if (v, w) = 0.

A subset S C V is orthogonal if (v, w) = 0, for all v,w € S. If S is orthogonal and
llv|]| = 1, for every v € S, we say that S is orthonormal.

Lemma: Let S C V' be a collection of nonzero vectors. If S is orthogonal then S is
linearly independent.



Proof: Suppose we have a linear relation
av1 + ...+ av. =0y

for vy,...,v, € S, some ay,...,a, € C. Then, for each j =1,... 7,
T T
0= (Z aiv;, v;) = Zaz(vi, v;) = aj(vj,v;), because S is orthogonal.
i—1 i=1

Since v; # Oy, (v;,v;) #0 = a; =0. QED

Fact: Any finite dimensional inner product space (V,(,)) contains an orthonormal
basis. Moreover, if B = (vy,...,v;) C V' is an orthonormal basis then

v = (v,v1)v1 + ...+ (v,v)vE, for every v eV,

(v,v1)
— [U]B = € Ck

(v, vg)

Example:

1. The standard basis S = (ey,...,e,) C CF is orthonormal with respect to the
standard inner product.

2. The basis (% B} ’\/Li [ 1 }) is orthonormal with respect to the standard

—1
inner product on C2.

THE ADJOINT

For any v € V, we define a linear map
a,:V—=C, w— (w,v)
In this way, we define a function
a:V —-Hom(V,C)={L:V — C| L is linear}

We call Hom(V,C) the dual space of V', also denoted V*.
Claim: « is injective.

Proof: If a(u) = a(v) then, for all w € V,
a(w) =a,(w) = (w,u)=(w,v) = (w,u—wv)=0
In particular, for w = u — v, we find

(u—v,u—v)y=0 = wu—v=0 = wu=v. QED



