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our son, | accompanied my wife to ourheight of both parents.* Galton found thatis that unlesg = 1 (i.e., all values of¥ and

son’s 1-mo visit to the pediatrician’s parents and their offspring had approxi-X fall along a straight line), the mean f
office. Our son was prodded, measured, anchately the same mean or average heighfor a given valuex will on average deviate
weighed in the usual manner, and | wasHowever, he also observed that the offless frompu, than does< from pu,. That is,
delighted to learn that my son’s heightspring of tall parents tended on average tdor any given value oK, that is, sayb units
placed him at the 95th percentile. Thisbe somewhat shorter than their parentfrom its mean (i.e. = x — w,), the pre-
seemed to me a very fitting place on theSimilarly, the offspring of parents of short dicted value ofY is only p& units from p,.
distribution for the son of a statistician. stature tended on average to be somewhdiote also that this expression implies that
However, on our next visit to the pediatri- taller than their parents. Galton termed thishe impact of regression to the mean is
cian’s office some months later, we learnegphenomenonregression towards medioc- related to botts, the distance ok from p,,
that our son’s height no longer placed him atity, later replacing the wordnediocrity and the strength of the association between
the 95th percentile but rather at the 90thwith mean(for a fascinating historical ac- Y and X. The larger$ is the greater the
percentile. With this news, my wife askedcount of regression to the mean, seeegression effect. Also, with & | p | < 1,
the pediatrician what could be the possiblestigler). the weaker the correlation betwe¥mndX,
reason for the decline. Before our pediatri- What Galton had discovered was that ifthe greater the impact of regression to the
cian had a chance to respond, | helpfullyparents were subdivided into groups ofmean.
opined that there was probably a very simequal height and the mean height of their Regression to the mean is ubiquitous in
ple explanation: regression to the meanoffspring was determined, the means for almedical research, and its effect can very
“Regression to the what?” my wife ex- of the different subgroups could be plottedeasily lead the unwary researcher astray. It
claimed, while rolling her eyes toward along a straight line. This line later becamemost commonly occurs in studies in which
heaven. Our pediatrician was, or at leasknown as theregression line The precise subjects are selected because they have ex-
pretended to be, somewhat more receptivinpact of regression to the mean can best bgeme values on a variable. On reflection,
to this explanation and asked what | meantinderstood by examining the formula forthis in not an unusual occurrence in many
by “regression to the mean.” She had rethe slope of the regression line. Recall fromstydies in which patients are enrolled only if
cently heard one of her colleagues use thian previous colunththat the simple linear they meet certain eligibility criteria. That is,

Approximately 4 wk after the birth of the mid-parent heightan average of the = What is clear from the latter expression

expression and was curious as to what itegression equation is given by: patients are eligible to participate in the
meant. Ignoring the bewildered expression o study only if they screen high on a marker
on my wife's face, | sat back and prepared E(VIX =) = a + Bx for disease progression or some other vari-

to give a concise explanation of this COM-here v denotes the dependent variableable that is thought to be related to the
mon yet fascinating statistical phenomenong o~ height of offspring)X denotes the disease. By virtue of regression to the mean,
Alas, albeit to the obvious relief of my Wlfe, independent variable (e.g-’ helght of parwe can therefore expect to see a mean re-

my minitutorial on regression was mter_-ents), and(Y | X = x) denotes the mean of duction from the pretreatment response, re-
rupted when the receptionist appeared Wit for 5 given valuex. gardless of the efficacy of the treatment. For
the next little tyke waiting to be examined g regression equation can also be exexample, subjects with high low-density
by our pediatrician, and | never had the, ggseq as: lipid (LDL) cholesterol levels, say greater
opportunity to complete my explanation. than 160 mg/dL, may be enrolled in a study
Not to be deterred, | decided to put pento  E(Y|X = x) = u, + pofo(Xx — w) to receive treatment to lower cholesterol.
paper and produce this column. After treatment with an experimental drug,

The origins of the expressiaegression Whereu, and, are the mean of andX, p

to the mearcan be traced back to the latedenotes the correlation betweahand X, ;
19th century: Sir Francis Galton, a cousin @ndy ando, are the standard deviations ofls measured for a secgnd time. However,

of Charles Darwin, first coined the term toY @nd X, respectively. For the purposes Of?r\ég?rdfe;?ewseuwsﬁrg gfsegto:or:gzl\;e;jeggg
explain a curious conundrum that he en@ur discussion, we can simply assume that ’

countered in his studies of human genetic®nd X have been measured on a pommoﬁ:rr]eglreLS[;Ii_ogr;gltehséer;oeliﬁv%s]a(:Lijse fhnetlﬁleyan
Galton was interested in the heritability ofScale and thaby, = . The expression for " "= "2 5 ° 0 " T cond ocoa-
height, and he studied the relation betweef€ regression equation then simplifies to:

the height of parents and the height of their sion would be expected to be closer to the
=x) = - overall mean in the general population. It
offspring. To be more precise, he related the ECYIX =% = py + p(x = o). J Pop

; . should be clear from this example that fail-
heights of children to what he referred to as ure to acknowledge the impact of regression

to the mean in the analysis will lead to a
*Galton defined the mid-parent height as (father'sbiased estimate of the effect of treatment. In
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the subjects have their LDL cholesterol lev-
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to treatment from the effect of regression tdirst occasions will, on average, improve,views from all of the referees involved.
the mean. whereas high scores will decline. However, this necessarily means that, due to

In summary, regression to the mean is a Regression to the mean is such a comregression to the mean, the papers that fi-
fascinating and very common phenomenonmon phenomenon that one need look nmally appear in each issue dfutrition are
It is also one that is often not well under-further than the very journal you are nowprobably not quite as good as our dear editor
stood. Regression to the mean will necesreading for an examples Before publica- would like to believe!
sarily occur when there is a non-perfection, manuscripts submitted to this journal
correlation among two variables (i.e., al-are peer reviewed by experts to determine
most all of the time). Whenever two vari- the overall quality of the papers. However, REFERENCES
ables have a correlation less than 1, casege all know that referees do not always
that have extreme values on one of the variagree on the merits of a manuscript. Thei. Galton F. Regression towards mediocrity in heredi-
ables will, on average, have less extremassessments are subject to measurement er+ary stature. J Anthropol Inst 1886;15:246
values on the other variable. This meansor and are certainly not perfectly correlatec?- Stigler SM. Regression towards the mean, historically
that, when the same variable is measured omith the true (but, perhaps, unobservable; considered. Stat Methods Med Res 19976:103
two occasions, cases that are extreme on tigpiality of the manuscript. Acknowledging Ea?f":.”o Téif‘;‘i'i;g‘ear regression and correlation.
first occasion will be somewhat less extreméhat referees’ assessments are not entireLy R‘;l:'s':eneuw P2, Wh '

. . . . 4 . Why the wrong papers get published.

on the second occasion. Thus, it was not sperfect but the best yardstick that is avail- " ¢,ance 1991:4:41
surprising to find that my son’s height wasable, the editor, even of this journal, is fars gjand Jm, Altman DG. Statistics notes: some exam-
less extreme on his subsequent visit to thenore likely to be persuaded to publish @ pies of regression towards the mean. Br Med J 1994;
pediatrition. Over time, low scores on themanuscript that has received positive re- 309:780



